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ABSTRACT

The Decision Support Problem Technique for unified design, manufacturing and
maintenance is being developed at the Systems Design Laboratory at the University
of Houston. This involves the development of a domain-independent method (and
the associated software) that can be used to process domain-dependent information
and thereby provide support for human judgment. In a computer-assisted
environment this support is provided in the form of solutions to Decision Support
Problems.

We define design as the process of converting information that characterizes the
needs and requirements for a product into knowledge about the product itself. The
knowledge about the process of converting information into knowledge is
embodied in the DSP Technique and the software, called DSIDES, is being
developed to support its implementation. The development of DSIDES is linked
inextricably to the development of the Decision Support Problem Technique. The
DSP Technique is based on a particular view of the world and a set of paradigms.
It includes four phases, namely, planning, structuring, solution and post-solution
analysis. Four major types of DSPs have been identified, namely, selection,
compromise, hierarchical and conditional. The current DSIDES package can only
be used to solve selection, compromise and hierarchical DSPs. At this time there is
no computer-based support available for the planning and structuring phases of the
DSP Technique. Therefore, the principal goal of our project is to establish the
efficacy of using the selection and compromise Decision Support Problems in
aircraft design.

An idealized perspective of the conceptual design stage involves three phases,
namely,

Phase 1 - the generation of many concepts and the identification of
potentially superior ones based primarily on qualitative rather than
quantitative information. A preliminary selection DSP is offered as a
means to achieve the desired outcome.

Phase 2 - the identification, using insight-based 'soft' and science-based
'hard’ information, of a very limited number of superior alternatives that
should be developed further. A selection DSP is recommended for this
phase.

Phase 3. - the development of the concepts using engineering analysis into
feasible alternatives and the improvement through modification of one or
at most two alternatives. This is achieved via a compromise DSP.

Decisions in all three phases require the modeling and optimal trade-off between
technical and economic efficiencies that are inherent in the domain of application.
In our case the domain of application is the conceptual design of a subsonic jet
transport.

We chose the Boeing 727-200 as the focus of our study. It was our intention to use
this airplane for illustrating both selection and compromise. Unfortunately, we
lacked experience and were unable to find the right type of information to support
the creation of selection templates for the Boeing 727-200 airplane. Hence, for
selection, we relied on a paper study that was the outcome of a student competition.
We found sufficient information to create a general compromise template for the
design of subsonic jet transports and to particularize it for the Boeing 727-200
aircraft. Hence, in our case, the solution of the preliminary selection DSP feeds
into the selection DSP but the solution of the selection DSP does not feed into the
compromise DSP. Conceptually we see no problem in demonstrating the link
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between selection and compromise, that is, between phase 2 and phase 3. We
recognize, in practice, the problem of selection in the conceptual phase of aircraft
design is far more complex than is depicted in the examples described herein; we
have used these examples to explain the process of selection. We therefore suggest
that at the time of reading the focus remain on the process of selection rather than
the technical details of the examples.

A general template for the conceptual design of subsonic jet transports has been
created. The template is first particularized for a Boeing 727-200 subsonic jet
transport, exercised and to the extent possible - validated. As part of the validation
process three questions are posed and answered, namely:

Can the template be used to design subsonic jet transport?
In what ways should the template and the associated software be improved?
How can the template be used in the conceptual design of aircraft in general?

In April 1985, we were in the process of confirming the soundness of the
compromise DSP template - and were extremely excited by this prospect. The
student team in the excitement of the moment got carried away and posed a very
intriguing question:

Can the compromise DSP template be used to design a Boeing 747 airplane?

An answer to the question was developed over a period of three weeks in the last
month of the academic year. Hence, only qualitative conclusions can be drawn.

We are confident in recommending the use of the preliminary selection and selection
DSPs in the conceptual design phase. In selection, however, the proposed method
of normalizing and using both ratio and interval scales in calculating the merit
function can be criticized. Our current approach is suitable when hard information
dominates the selection. In the intermediate case, that is, when there is a fair
amount of both hard and soft information available there are currently two options
available, namely, convert all ratio scales to interval scales or the approach
presented in our report. We are reluctant to recommend converting ratio scales to
interval scales and then solving the selection DSP because in doing so some very
important technical knowledge is inevitably lost. We believe that our current
approach is suitable, in the intermediate case, if used by knowledgeable engineers
with caution.

The two selection templates, developed for this project, do provide a basis for
developing and incorporating rigorous measures for modeling and trading off
economic and technical efficiencies that are inherent in the aircraft designs at this
early stage in design. The templates are not sufficiently complete, however, to be
useful in the real-life design of subsonic transports. A real-life template for this
activity, in our opinion, can only be developed with active participation from
industry. Support for this is strongly urged.

We believe that the compromise DSP template is sufficiently complex,
comprehensive, and realistic for it to be used for validation purposes. We feel
comfortable with results to conclude that the efficacy of using the method and the
template in the conceptual design of aircraft has been demonstrated and warrants
further support for development. Recommendations for improving the general
template are presented. None of these improvements are likely to reverse the
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principal conclusion arrived at in this report; they will only reinforce the principal
conclusion. There is a vast amount of technical information available in the public
domain that can be used to refine the formulation of the compromise DSP template
and to create new ones. We recommend that this work be undertaken at a
university with a program in aeronautical engineering and also where there is work
already underway on developing a design assistant for aircraft design.

The principal benefit of implementing the recommendations regarding the templates
is that this action will facilitate a better understanding of the issues involved and
hence make it easier to use these templates in practice. In selection this will result in
an understanding of the criteria and attributes and an identification of the type and
quality of information needed to arrive at decisions. In compromise, the
implementation of the recommendations will foster a better understanding of the
interactions between the variables, constraints and goals. Both are essential for
facilitating the use of these templates by industry.

An experienced aircraft designer might well ask: "What is to be gained from
redesigning the good old Boeing 727-200 or redoing a paper study (that was done
by students) involving aircraft selection? After all aircraft have been successfully
designed and built for many years without the use of Decision Support Problems -
so what's new?" Yes, we have used existing information, but now organized in a
manner that supports human judgment and hence has the potential to contribute to
an increase in the efficiency and effectiveness of the designer. This is particularly
important at the dawn of, what some futurists call, the Information Age. Intelligent
design assistants are under development at various centers around the world. Itis
generally accepted that "intelligent” computer-based design assistants will become
available - albeit, initially, for very limited and specific design tasks. The
development of knowledge representation schemes, inference algorithms and
machine learning is based on the notion that knowledge can be obtained from
experts; a time consuming and difficult process. Another way is to provide this
knowledge through machine learning from simulation; a nearly impossible task
with the current status of machine learning.

Central to the development of the DSP Technique and the DSIDES System is the
development of a scheme to represent design information in a knowledge base.
This requires the conceptual categorization of knowledge in terms of representation
as well as the role it plays in capturing the DSP process and domain specific
information about the artefact. The knowledge base includes two types of
knowledge: knowledge about the process of design and knowledge about the
artefact being designed. The knowledge about the process (procedural knowledge),
in our case, is embodied in the Decision Support Problem Technique for design.
On the other hand, declarative knowledge is a set of facts represented (usually)
according to the protocol defined by procedural knowledge. This knowledge is
embodied in a DSP template.

In our scheme, the information and knowledge associated with an entire class of
DSPs is stored as a template on the computer. A template, is the representation of
the mathematical form of a class of DSPs on the computer. Once a general
template, within a domain, for a class of problems is developed it can be used to
formulate specific DSPs in this domain by using a subset of information from the
template or through the addition of information to it. These templates, we believe,
provide a basis for providing knowledge for intelligent design assistants. The
knowledge that is sought can be obtained through "intelligent" simulation involving
a designer and a tool like DSIDES. Our scheme lies in between the two schemes,
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for acquiring knowledge, listed earlier. The DSP templates are meant to evolve
with time and we have provided some proof of this by extending the Boeing 727
template to design a Boeing 747-like aircraft. We therefore believe that our work is
important in the context of being able to (on a continuing basis) use/structure
existing information to help in the process of creating knowledge for intelligent
design assistants or expert systems. Specifically, this includes, creating and
modifying heuristics and/or rules of thumb. At the other end of the spectrum a tool
like DSIDES could be used to do away with rules of thumb and replace them with
analysis that is more rigorous.

A solution to a DSP does not guarantee a superior solution. The adage, garbage in
garbage out, still applies. It is extremely easy to get a false sense of security
because one is using a computer-based system to support decision making. The
quality of the information on which a recommendation may be based is dependent
on the effectiveness of the engineer in posing the right questions and using the
proposed decision aids with caution. The recommendation, however, for a course
of action (as in the past) is still the responsibility of the engineer
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NOMENCLATURE

o o

Speed of sound

Aspect ratio

Wing span

Specific fuel consumption

Base pressure coefficient

Body skin friction coefficient

Minimum drag coefficient

The zero lift drag coefficient

Turbulent flat plate skin friction coefficient
Lift coefficient for the minimum drag coefficient
Maximum lift coefficient (assumed value)
Fuselage diameter

Drag

Planform efficiency factor

A constant: assumed average value = 0.96
Endurance or loiter

Wing drag-due-to-lift factor

Induced drag, i.e., inviscid drag due to lift
Viscous drag due to lift due to flow separation and increasing
skin friction

Fuselage length

Body finess ratio

Lift to drag ratio

Cruise Mach number

Landing and take-off Mach number
Number of engines (for this study N =3)
Dynamic pressure

Range

Lifting surface correlation factor

Wing planform surface area

Required landing field length

- Wetted area of the body surface

Required take-off field length
The wetted area of the wing (2S¢)

vii
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vili Nomenclature

T; Installed thrust

Tgr Required thrust for cruise

t/c The maximum thickness ratio of the airfoil

U Useful load fraction

v Cruise velocity [use 0.8 Mach = 458.88mph]

w Maximum landing weight

Wrto Aircraft take-off weight

W2/W1 Phase 1 weight change ratio, taxi and take-off

W3/W2 Phase 2 weight change ratio, climb and accelerate to cruise
conditions

W4/W3 Phase 3 weight change ratio, fuel for cruise

L Required climb flight path angle for missed approach

Yro Required climb flight path angle for take-off

Subscript TV Target value
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CHAPTER 1

THE DECISION SUPPORT PROBLEM
TECHNIQUE AND PROJECT GOALS

The Decision Support Problem Technique for unified design, manufacturing and
maintenance is being developed at the Systems Design Laboratory at the University
of Houston. This involves the development of a domain independent method (and
the associated software) that can be used to process domain dependent information
and thereby provide support for human judgment. In a computer-assisted
environment this support is provided in the form of solutions to Decision Support
Problems. The principal goal of the project is to establish the efficacy of using
Decision Support Problems in aircraft design. In this chapter an overview of the
Decision Support Problem Technique, Decision Support Problems, the project
goals and mode of execution are presented.



2 Chapter 1

1.1 AN OVERVIEW OF THE DECISION SUPPORT PROBLEM
TECHNIQUE

Independent of the approaches or methods they use, designers are involved in two
primary activities: processing symbols and making decisions. The symbols
processed by engineers are words (verbally, in natural language), numbers
(mathematically, using the symbolic language of, say, algebra or geometry), and
graphs (visually, using diagrams, flow-charts or three-dimensional models). The
principal utility of processing symbols, in any design method, is to provide a means
for a designer to identify and formulate a problem so that it can be modeled as
realistically as possible and the formulation translated to a structured form amenable
to solution. In design processes, decision making has been and is the principal
function of human designers. In our opinion, the common characteristics in all
design methods and approaches are stages, iteration, symbol processing and
decision making.

We believe that design productivity can be improved through the application of a
systematic and structured decision making process to the design of most real-life
engineering systems. Decisions made in designing such systems are based on
information from different disciplines. The computer-based tools that are presently
used to support decisions are discipline-based and analysis-oriented. Decisions are
improved by repeated analysis; an inefficient though effective approach. Since
analysis is discipline-based the interaction between disciplines cannot be taken into
account without the use of synthesis.

A comprehensive approach called the Decision Support Problem Technique [38,39]
is being developed and implemented, at the University of Houston, to provide
support for human judgment in design synthesis. The DSP Technique consists of
three principal components: a design philosophy expressed at present in terms of
paradigms, an approach for identifying and formulating DSPs and the software
necessary for solution. Each is briefly discussed in the following sections.

1.1.1 The Decision Support Problem Technique - Some Paradigms
The technique is based on the following assertions:

» Design involves a series of decisions some of which may be made
sequentially and others that must be made concurrently.

» Design involves hierarchical decision making and the interaction
between these decisions must be taken into account.

» Design productivity can be increased through the use of analysis,
visualization and synthesis in complementary roles, and by augmenting
the recognized capability of computers in analysis to include the use of
expert systems with limited (at present) capability in synthesis.

» The technique that supports human decision making, ideally, must be
» process-based and discipline-independent,
 suitable for solving open problems, and
» must facilitate self-learning.

The design of most real-life engineering systems is characterized by the following
descriptive sentences:
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* The problems are multi-leveled, multi-dimensional and multi-
disciplinary in nature.

* Most of the problems are loosely defined and open-ended; virtually none
of which has a singular, unique solution, but all of which must be solved.
The solutions are less than optimal and are called satisficing solutions.

» There are multiple measures of merit for judging the "goodness" of
the design, all of which may not be equally important.

» All the information required may not be available.

+ Some information may be hard, that is, based on scientific principles and
some information may be soft, being based on the designer's judgment
and experience.

» Design is the process of converting information that characterizes the
needs and requirements of a system into knowledge about the system
itself.

The design of a complex engineering system involves partitioning of the system
into smaller manageable parts which in turn require the formulation and solution of
a series of problems involving decisions to be made by the designer. This type of
design has been termed Hierarchical Decision Making and the difficulties inherent in
accomplishing system design, we believe, can be dealt with using the Decision
Support Problem Technique.

Decision Support Problems provide a basis upon which a designer can make the
decisions encountered in design. Solution of the Decision Support Problems is
expected to result in superior (or possibly optimal) designs. The Decision Support
Problems are capable of handling multiple objectives that model both analysis-based
"hard" and insight-based "soft" information.

The ultimate design scheme must be based on life-cycle considerations, namely,
design, manufacture and maintenance. There are two types of hierarchy evident: a
discipline-based hierarchy and a process-based hierarchy. In our opinion, the
inclusion of life-cycle considerations for engineering systems will increase
productivity and hence industrial competitiveness. Further, we assert that this
increase in productivity can be achieved by developing and using design schemes
that are process-based and discipline-independent.

For real-world, practical systems, all of the information for modeling systems
comprehensively and correctly, will not be available. Therefore, the solution to the
problem, even if it is obtained using optimization techniques, cannot be the
optimum one with respect to the real-world. However, this solution can be used to
support a designer's quest for a superior solution. The function, therefore, of the
Decision Support Problem Technique is to provide support for human judgment. In
a computer-assisted environment this support is provided in the form of optimal
solutions for Decision Support Problems (DSPs). Formulation and solution of
DSPs provide a means for making the following types of decisions:

+ Selection - the indication of a preference, based on multiple
attributes, for one amongst several feasible alternatives.

+ Compromise - the improvement of a feasible alternative
through modification.

* Hierarchical - Decisions in which both selection and
Compromise occur.



4 Chapter 1

« Conditional - Decisions in which the risk and uncertainty of the
outcome are taken into account.

The application of selection and compromise DSPs in aircraft design is the principal
topic covered in this report and hence a brief overview of only these two DSPs
follows.

1.1.2 The Selection and Compromise Decision Support Problems

Selection in design and management involves making a choice between a number of
possibilities taking into account a number of measures of merit. These measures of
merit may not all be of equal importance with respect to the decision. Some of the
measures of merit may be quantified using 'hard' science-based information and
others may be quantified using 'soft’ information that is empirical in nature or
derived from experience-based insight. The key issues are: there are a number of
possibilities, there are a number of measures of merit and these are quantified using
hard and soft information.

The selection Decision Support Problem can be used in engineering in all stages of
design. It can also be used in engineering management as a tool to resolve
conflicting opinions. In engineering design there are two distinct types of selection:
one that is based on the use of soft information (information derived from insight-
based judgment) only and the other that makes use of both hard (information that
can be quantified using some theory) and soft information. The process associated
with the use of soft information only we call preliminary selection and the
other we have named selection.

In preliminary selection we start with concepts; the end product of ideation.
We evaluate the concepts based on criteria. The criteria are quantified using
experience-based judgment (or soft information) only. Hence, preliminary
selection should only be used to identify the top-of-the-heap concepts. The solution
to the preliminary selection DSP involves the rank ordering of concepts.
Therefore one cannot automatically infer, from the rankings, by how much one
concept is preferred to another. Engineering analysis is then 'performed’ on the
top-of-the-heap concepts (as many as one can afford) and the concepts become
feasible alternatives.

In selection we start with feasible alternatives. We evaluate the feasible
alternatives based on attributes (using both hard and soft information). We solve
the selection DSP to identify the best alternative. The solution to the selection DSP
involves the ordering of alternatives. One can infer from the ranking by how much
one alternative is preferred to another and therefore the best alternative is known.

The Decision Support Problem for selection is stated as follows:

Given A set of alternatives.

Identify The principal attributes influencing selection.
The relative importance of attributes.
The feasible alternatives.

Rate The alternatives with respect to their attributes

Rank The feasible alternatives in order of preference
based on the computed merit function values.
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The highlighted words are the descriptors of the selection DSP.

In the compromise DSP the multiple objectives are formulated as goal
constraints. The set of system constraints and bounds defines the design space and
the set of syatem goals defines the aspiration space. A compromise Decision
Support Problem has the following structure:

Given A feasible alternative.

Find The values of the independent system variables (they
describe the physical attributes of an artifact)

The values of the deviation variables (they
indicate the extent to which the goals are
achieved).

Satisfy System constraints: These must be satisfied for the
solution to be feasible.

System goals: These need achieve a specified
target value as far as possible.

Bounds: Lower and upper limits on the system
variables and the deviation variables.

Minimize  An objective that quantifies the deviation of the
system performance from that implied by the set of
goals and their associated priority levels or
relative weights.

Test The validity of the solution.

The sensitivity of the solution to the assumptions made and
the information utilized.

The highlighted words are the descriptors for a compromise DSP.

This formulation of a compromise DSP represents a hybrid formulation of an
optimization problem. It incorporates concepts both from traditional mathematical
programming and goal programming. It is similar to goal programming in that the
multiple objectives or goals are formulated as goal constraints and the objective is
solely a function of the goal deviation variables. The concept of having system
constraints is retained from traditional mathematical programming. Special
emphasis is placed on the bounds, unlike traditional mathematical and goal
programming. Further details are presented in [26,31,36]

1.1.3 A Decision Support Problem Template

The word "template" is used extensively in this report and it is therefore defined in
this section. Central to the development of the DSP Technique and the DSIDES
system is the the development of a scheme to represent design information. This
requires the conceptual categorization of knowledge in terms of representation as
well as the roles it plays in capturing the DSP process and domain specific
information about the product.

Two types of knowledge can be identified: knowledge about the process of design
and knowledge about the product being designed. As defined by Rich [49, Ch. 7]
procedural knowledge is a set of well-defined procedures that represent information
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about doing things. The knowledge about the process (procedural knowledge), in
our case, is embodied in the Decision Support Problem Technique for design. On
the other hand, declarative knowledge [49, Ch. 7] is a set of facts represented
(usually) according to the protocol defined by procedural knowledge. This
knowledge is embodied in a DSP template.

The information and knowledge associated with an entire class of DSPs is stored as
a template on the computer. A template therefore, is the representation of the
mathematical forms of a class of DSPs on the computer. The mathematical form of
a DSP is formulated using the descriptors mentioned in Section 1.1.2. Once a
template within a domain for a class of problems is developed it can be used to
formulate specific DSPs in this domain by using a subset of information from the
template or through the addition of information in the template. A schematic for
templates, in design, manufacturing and maintenance, in terms of the type of
information it stores are presented in [19].

1.1.4 The Decision Support Problem Process

The principal role of any design process is to convert information that
characterizes the needs and requirements for a product into knowledge about the
product itself. The DSP Technique facilitates the conversion of information for the
product into knowledge about the product that can be used for its manufacture. As
indicated earlier its principal role, in the design of real life engineering systems, is
to facilitate the support of human judgment in the process of design. In the DSP
Technique identification, decomposition, organization and synthesis are used:

e to identify the information that characterizes the needs and
requirements for the design and is necessary for the process of
design,

» to decompose a system design problem into appropriate decision
support problems,

e to organize the domain dependent information in a form suitable for
solution, and

e to synthesize the component solutions into one "system" solution and
thereby gain knowledge about the product being designed.

In the DSP Technique the process, for converting information into knowledge,
consists of four phases and six steps. The four phases are shown in Figure 1.1.
The phases require:

1 Planning: Identifying and stating the DSPs in words.
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2 Structuring: Formulating the DSPs in words and then in
mathematics.

3 Solution: Finding the numerical solution.

4 Post-solution analysis: Validating the solution and performing a
sensitivity analysis.

These phases are valid for any stage in the design process. The DSP Technique can
be used for designing systems and components.

1.2 PREVIOUS APPLICATIONS AND IMPLEMENTATION OF
SOFTWARE

The software for the Decision Support Problem Technique continues to be
developed by the Systems Design Laboratory at the University of Houston. The
software is called DSIDES (Decision Support In the Design of Engineering
Systems). It has been implemented in FORTRAN for main-frame and super-mini
computers and is currently operational on VAX 11/780, CYBER 850, AS9000N
(an IBM look-alike) and Honeywell computers. A simpler version of the software
has been implemented in BASIC for use on micro-computers. At the University of
Houston, the micro-computer version of the software has been developed for the
Macintosh and is called MacDSIDES.

The current DSIDES package can can only be used to solve selection, compromise
and hierarchical DSPs. At this time there is no computer-based support available
for the planning planning and structuring phases of the DSP Technique. A very
limited capability for post-solution analysis has been included in the DSIDES
System. The DSIDES software consists of

« a processor that facilitates the sculpting and loading of program
libraries,

» aninteractive processor (to create and maintain data sets),

+ two programs to solve decision support problems, namely,
SELECT (a program to solve selection decision support problems), and
ALP (a program to solve compromise decision support problems),

* and a post-processor.

The implementation of SELECT is summarized in [25,32,34,35] and of ALP in
[31,32,36].

Preliminary selection DSPs cannot be solved using the DSIDES software. Both the
preliminary selection and the selection DSPs can be solved using MacDSIDES.
Both these programs are highly interactive, user friendly and extensively tested.
The capability for solving compromise DSPs on a micro-computer is being
developed.

To date, ship design has been the largest single application of the DSPs [28,58,59].
Applications involving the design of damage tolerant structural systems [54] and
mechanical systems [17,40,44] have been successful. DSPs for hierarchical design
[8,24,55,58] have been developed. At present, at the University of Houston, the
DSIDES software is being used to the design of aircraft, mechanical linkages [40],
a solar powered agricultural water-pumping system [7,8] and composite material
structures [22]. Other projects that make use of the DSPs include, the development



The DSP Technique and Project Goals 9

of a method for data compression and a template for condition-based, predictive
maintenance for turbomachinery. These projects are undertaken with Boyce
Engineering International, a local company, that has developed an excellent product
called DATM4 for on-line monitoring of rotating machinery. We are using a grant
from Shell Development Company of Houston, to develop the capability to
integrate the design of a mechanical component, the design of the composite
material from which it is made and the manufacture of the component. Efforts are
underway for the incorporation of intelligence into the DSIDES software
[18,19,20]. The incorporation of the DSP Technique in a teaching curriculum is
described in [37,41,42].

What is the current status of development? An investigation into hierarchical design
has been made by Sobieski [60]. Solution of structural hierarchical design
problems by means of a Decision Support Problem was first proposed by
Kuppuraju, et al. [24]. An application of a DSP in structural design was
demonstrated in [26] and subsequently Shupe et al. [55] have shown how it could
be used in the hierarchical design of structural systems.

We now believe that we were successful to the extent reported in [55] - only
because the engineering system that we dealt with (in that case structures) involved
information from a single discipline. From the subsequent work involving the
design of thermal system [8], ships [58], an idealized drill casing subjected to a
pseudo shock load [18] and composite materials we have come to recognize that we
know very little about the behavior of hierarchical DSPs involving the design of
systems that are governed by technical factors whose roots are in different

disciplines!. This represents the focus of our current developmental efforts (see
Chapter 7, Section 7.3.2).

1.3 PROJECT GOALS AND EXECUTION, AND ORGANIZATION
OF REPORT

1.3.1 Project Goals and Execution

As indicated earlier the Decision Support Problem Technique includes four phases,
namely, planning, structuring, solution and post-solution analysis. Software exists
only for the solution phase of the DSP Technique. Therefore, our focus in this
report is on explaining the use of Decision Support Problems (as opposed to the
Decision Support Problem Technique) in aircraft design. The DSPs represent
fundamental building blocks and can therefore be uncoupled from the DSP
Technique and used with any other design method.

We started work on this project in October 1985. At that time we had developed
and successfully implemented a compromise DSP template for ships, Lyon and
Mistree [28]. We had some idea of the structure and had developed a method of
solution of the selection DSPs. Our principal goal was to demonstrate the efficacy
of using selection and compromise Decision Support Problems in aircraft design.
This includes showing how DSPs can be used in the conceptual stage of design to

1 Asa point of clarification: the problems we face are not because of the different domains of
application (e.g., thermal systems, composite materials, etc.) but because of the fact that within
each domain the design is governed by different disciplines (e.g., heat transfer, fluid mechanics,
vibrations and strength - in thermal system design).
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create knowledge about the aircraft and the trade-offs between technical and
economic consideratons. We therefore started work on two fronts, namely,

» developing the selection DSP methodology and associated computer
software, and
 creating and validating selection and compromise DSP templates.

At the start of the project we had no knowledge of how aircraft were designed nor
any knowledge of the sources of information. Steps to overcome this were
undertaken by Stergios Marinopoulos and Jon Shupe in October 1985. Early in the
project it became clear that that our efforts should be directed to the conceptual stage
of aircraft design. This is what we have endeavored to accomplish. As the study
progressed we decided that there was sufficient information in the public domain to
create a template for the conceptual design of a subsonic, jet-propelled transport
aircraft, namely, the Boeing 727-200. This is the template that has been developed
and used to demonstrate the efficacy of using the compromise DSP in aircraft
design. In creating this template we used many of the analytical methods and
quantitative relationships presented by Loftin and Nicolai in their books [27,43].

In December 1985 Marinopoulos proposed a compromise DSP template for the
Boeing 727-200. David Jackson joined our team in January 1986. Jackson
together with Joe Entrekin and Micheal Bradberry implemented, validated and

extended Marinopoulos' proposed template in May 1986 [9]. This formed the basis
of our interim report [33] to our sponsors. David Jackson continued the
development of the compromise DSP template and extended it to include aircraft
economics. This is the template that is described in this report. Improvements to
the DSIDES system were made throughout the duration of the project by Saiyid
Kamal and this culminated in a thesis [18] in May 1987. Both Marinopoulos and
Jackson submitted an Honor's thesis [29,16] documenting their work on this
project and both graduated with "Honors in their Major" in August 1986 and
December 1986, respectively.

Stergios Marinopoulos and Jon Shupe started the development of a case study
involving aircraft selection and writing the code for solving selection DSPs on the
Macintosh. In December 1986 a case study involving preliminary selection and
selection was proposed and solved on the Macintosh. This is the case study that
has been included in this report. In January 1986 Micheal Harrison, Dae Lee and
James Vick significantly improved the prototype code written by Marinopoulos and
Shupe and gave us MacDSIDES in May 1986. In August 1986, Judson Hall,
Eduardo Bascaran and Jon Shupe wrote the manual for the MacDSIDES software
[33, Unit 3 and 34]. The MacDSIDES system continues to be developed by
Eduardo Bascaran and Jon Shupe. PC-DSIDES (for use on IBM PC's) is being
developed by J.K. Allen. This will provide the capability for solving preliminary
selection, selection and compromise DSPs.

1.3.2 The Organization of the Report

In the remainder of this report we present material to establish the efficacy of using
the selection and compromise Decision Support Problems in the conceptual design
of aircraft. In Chapter 2 the relationship between selection and compromise in the
conceptual design stage of aircraft design is described. The problem statement
involving selection in aircraft design is presented and this is followed by a
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description of the mathematical constructs of the compromise DSP, a problem
statement, and the word formulation of a compromise DSP template for the design
of subsonic jet aircraft. In Chapter 3, the method for preliminary selection and
selection is explained using a simple example that involves V/STOL aircraft.
Emphasis, in this chapter, is on the constructs associated with selection and how it
may be useful in the conceptual phase of aircraft design - and - not on the results of
the example. The mathematical form for the compromise DSP template presented in
Chapter 2 is derived in Chapter 4. The template is particularized for a Boein g727-
200 and validated in Chapter 5. In Chapter 6, the use of the template in designing
subsonic jet transports in general is described. A critical evaluation of the templates
and suggestions for further work are included in Chapter 8. An overview of the
steps involved in formulating DSPs is presented in Appendix. In Appendix B the
subject of creating scales and weights based on experience-based judgment is
addressed. The computer implementation of the compromise DSP template is
covered in Appendix C and a annotated output is included in Appendix D by way of
example.



CHAPTER 2
SELECTION AND COMPROMISE IN THE
CONCEPTUAL DESIGN OF AIRCRAFT

In this chapter, we present the context in which the use of selection and
compromise DSPs, in the conceptual phase of aircraft design, would be efficacious.
We start by making some observations about aircraft design and the commonalty of
constructs between it and the Decision Support Problem Technique (see Chapter 1).
We postulate three templates for aircraft design; two for selection and one
involving compromise. We present the conceptual framework for both selection
and compromise DSPs and the mathematical constructs necessary for understanding
the formulation of the compromise DSP. Problem statements for all three DSPs are
also presented in this chapter. We end with the word formulation for the
compromise DSP template for the conceptual design of subsonic jet transport
aircraft.

12
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2.1 AIRCRAFT DESIGN - SOME OBSERVATIONS

2.1.1 The Multi-disciplinary, Multi-level, Multi-dimensional
Nature of Aircraft Design

It is probable that ever since man learned to stand erect he has been preoccupied
with a yearning to shed his terrestrial shackles and fly in a controlled, predictable
fashion [64]. However, since flight is the visible result of many branches of
applied physics, positive advancement must be keyed to state-of-the-art engineering
practices, mechanical design, and fabrication techniques. When the many early
unsuccessful attempts at flight are reviewed, it becomes obvious that any
mathematical theory of controlled flight with wings is dependent upon some theory
of lift of inclined planes (wings). Thus, controlled aircraft flight had to await the
development of appropriate mathematical tools to be used in conjunction with a
deeper understanding of fluid dynamics. As a result, air displacement vehicles or
balloons, provided the first real demonstration of atmospheric flight.

It is generally felt that by 1900 humankind was scientifically ready for controlled
flight via aircraft incorporating lift generating surfaces (wings). The only technical
obstacle that remained was the development of a gasoline engine and drive system
superior to any then available. Two brothers from Dayton, Ohio, Orville and
Wilbur Wright, were the producers of the first working prototype. The first
recorded circular flight under power was made by Wilbur Wright on September 20,
1904, 121 years after the Montgolfier brothers first launched their air balloon [64].

Fortunately, the persistent efforts of talented mathematicians, physicists, and
engineers penetrated the mysteries of flight, and aircraft design is no longer a hit-or-
miss endeavor. Today, the aircraft design process is a blend of all the major
engineering disciplines. An effective design involves the integration of
aerodynamics, propulsion, flight control, structures and materials, avionics and the
associated subsystems, blended in just the right way to produce a synergistic result.
The design of a modern aircraft is a large undertaking requiring the team effort of
many engineers having expertise in these areas. As the design takes shape,
specialists are called in to design such subsystems as the crew station, landing gear,
interior layout, equipment installation and, if appropriate, armament provisions.
The completed aircraft design is a compromise of the best efforts and talents of
many talented engineers and scientists.

2.1.2 The Aircraft Design Phases

Aircraft design, as is the design of any complex system or structure, is traditionally
divided into three phases, namely,

» Conceptual Design Phase
* Preliminary Design Phase
* Detailed Design Phase.

These phases are discussed below [43].
Conceptual Design Phase: In this phase the general size and

configuration of the aircraft is determined. Parametric trade studies are
conducted using preliminary estimates of aerodynamics and weights to
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determine the best wing loading, wing sweep, aspect ratio, thickness
ratio, and general wing-body-tail configuration. Different engines are
considered and the thrust loading is varied to obtain the best
airframe/engine match. The first look at cost and manufacturing
possibilities is made at this time. The feasibility of the design to
accomplish a given set of mission requirements is established, but the
details of the configuration are subject to change. All of the work done
during this phase is performed on paper.

Preliminary Design Phase: The best configuration in terms of cost
and performance from the conceptual phase is now fine tuned through
wind tunnel experiments and parametric testing. This is accomplished
with a wind tunnel model capable of presenting the general
configuration with provisions for variations in wing and tail planform
and location. The design is starting to get locked in.

The engine is selected and the inlet/engine/airframe problems are
considered in detail. Major loads, stresses, and deflections are
determined along with considerable structural design. Aeroelastic,
fatigue, and flutter analyses are performed and some of the structural
components might be built and tested.

Refined weight estimates are made and a more thorough performance
analysis is conducted. The design is now given serious manufacturing
consideration with preliminary plans for jigs, tooling, and production
methods. Refined cost estimates are also made in this phase.

Dynamic stability and control influences of the maneuvering systems
are determined and analyzed. This enables the designers to make their
first assessment of the handling qualities of the aircraft.

Detailed Design Phase: In this, the final design stage, the
configuration is "frozen" or locked in. The detailed structural design is
completed. All of the detail design and shop drawings of the
mechanisms, joints, fittings, and attachments are completed. Interior
layout is detailed as to location and mounting of equipment, hydraulic
lines, ducting, control cables, and wiring bundles. All equipment and
hardware items are specified. Finally, a complete cost analysis is
performed based on the Work Breakdown Structure (WBS). It is now
time for sheet metal bending for the prototype and component
fabrication is started as soon as the shop drawings are released [43].

Our efforts are directed to the conceptual phase of aircraft design.

In summary, aircraft design involves teams of people who plan, structure and solve
open-ended problems. They endeavor to use analysis, visualization and synthesis
in complementary roles to obtain knowledge to make decisions that provide
solutions to these open problems. Decisions include selection and compromise and
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are characterized by terms such as multi-leveled, multi-dimensional, satisficing” ,
multiple objectives, hard and soft information, etc. These terms are the same used
to describe some of the paradigms on which the Decision Support Problem
Technique is based (Section 1.1.1).

2.2 AIRCRAFT DESIGN IN THE CONCEPTUAL DESIGN
PHASE

As indicated earlier in the text, the design of an aircraft is a large undertaking
requiring the team efforts of many engineers having expertise in the areas of
aerodynamics, propulsion, structures, flight control, performance and weights.
Furthermore, as the selected design takes shape, other specialists are called in to
develop the critical aircraft subsystems. Thus, the whole process requires the
pulling together of many disciplines and talents to produce the best or optimum final
aircraft design.

2.2.1 Planning, Structuring and Cost-Effectiveness

Typically, the key element in the three design phases is the design team leader or
chief engineer, who acts as a technical referee or liaison between the different
engineering groups. The chief engineer is the one who understands and appreciates
all of the various disciplines involved in the design process. This individual is
called upon to negotiate compromises between the design groups and to prevent any
one group from driving the design, otherwise the final design could have excellent
characteristics in some respects and at the same time be grossly inferior in other
respects. Such a situation is humorously illustrated in Figure 2.1 titled "Dream
Airplanes" [43], which gives an exaggerated rendition of what might happen if any
one design group were allowed to take itself too seriously. Hence, the need for
planning and structuring.

Prior to the 1970's, the performance of the aircraft was paramount and all design
efforts were focused to give a vehicle displaying maximum performance/weight
ratio. Cost was a major consideration only after the aircraft design was "locked in".

In the 1970's the government and the aircraft industry became very cost conscious.
The cost of aircraft systems was increasing dramatically and the chief measure of
merit became minimum cost.

This emphasis on cost brought two outsiders into the design team: the cost analyst
and the manufacturing expert. Thus, cost/performance trade-off results became
vital considerations in design decisions. The new emphasis on maximum
performance at minimum cost along with the current widespread availability of high
speed digital computers has led many researchers in the aerospace industry to apply
optimization methods to the design of aircraft. Two pieces of work were invaluable
in understanding aircraft design and in creating the compromise DSP template that
can be used to achieve maximum performance at minimum cost.

* We use it in design to describe an acceptable, less-than-optimal solution to a problem, which
because of its complexity and/or magnitude cannot be characterized adequately by relatively simple
laws of cause and effect and for which no exact or optimal solution can be obtained.



16 Chapter 2

Balsa Wood

A completed airplane in
many ways is a compromise of
the knowledge, experience and
desires of the many engineers
that make up the various design
and production groups of an
airplane company.

It is only being human to
understand why the engineers
of the various groups feel that
their part in the design of an
airplane is of greater importance
and that the headaches in design
are due to the requirements of
the other less important groups.

This cartoon '"Dream
Airplanes' by Mr. C. W. Miller,
Design Engineer of the Vega
Aircraft Corporation, indicates \
what might happen if each Production Engineering Group
design or production group
were allowed to take itself
too seriously.

Equipment Group

i)
» Y

Electrical Group
9 \lﬁg ‘~y~ )

Empennage Group Power Plant Group

FIGURE 2.1 -- DREAM AIRPLANES, [27]



Decision Support Problems in the Conceptual Design of Aircraft 17

The first is a rapid method, described by Loftin [27], for estimating the size,
weight, and required thrust of jet aircraft that satisfy specific performance
objectives. The method developed is strictly for subsonic, jet propelled, aircraft
intended for steady cruising flight. Extensive use is made of correlations of
existing aircraft characteristics in terms of accepted design variables. The procedure
is approximate, but yields acceptable results for conceptual design.

The second is the work on the preliminary design and evaluation of transport
aircraft using nonlinear programming techniques by Sliwa and Arbuckle [56]. The
basis for the procedure involves establishing a set of independent design variables
that are of interest to the designer. The variables are adjusted until a minimum for a
particular performance index (objective function) is found. The performance index
is forced to satisfy a series of constraint functions that involve the selected design
variables. Design variables are used to model geometry characteristics and mission
parameters whereas constraints reflect federal regulations or flight stability
requirements. The program allows the evaluation of new technologies to be
incorporated into an aircraft design in an optimal fashion. The degree of detail in
the analyses when the performance and the constraint functions are evaluated is at
the preliminary design or classical aeronautics level. Thus, the precision in some
phases of the calculations is in the neighborhood of 5-10 percent. While the
predictive capabilities of the model are marginal, the accuracy of the relative
comparison of designs is much better. Their program, OPDOT, is extremely
suitable for evaluating the economic feasibility of an aircraft design. It is not
possible, however, to directly trade-off economic and technical efficiencies inherent
in the design. This work has been used to model the economic aspect of aircraft
design in our compromise DSP template.

Sliwa and Arbuckle focus on aircraft economics. Loftin's rapid sizing procedure
focuses far less upon the dollar efficiency of a given design and more upon the
actual prediction of an aerodynamically acceptable aircraft configuration. The
compromise DSP facilitates a direct trade-off between economic and technical
efficiencies. In our compromise DSP template we have modeled the technical and
economic efficiencies using relationships presented by Loftin [27] and Sliwa and
Arbuckle [56,57], respectively.

2.2.2 Problem Definition

A natural point to start any design is at the beginning. The mission requirements
are the beginning for aircraft design. They represent the intentions and goals the
designer has in mind when first contemplating what the aircraft should physically
be able to accomplish.

The mission requirements are extremely important as they drive the design and are
the yardstick by which the success, or failure of the design is measured. Careful
thought and research must go into establishing the mission requirements because if
they are inappropriate, then the aircraft will be ineffective for its intended use.

Sometimes the mission requirements are established by the supplier based on
market analyses to determine what the public's need or desires will be in the near
future. At other times the mission requirements are established by the user, such as
the military, commercial airlines, etc. No matter who defines the mission
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requirements the objectives must always be clearly defined. For example, the
mission requirements usually identify the following:

 purpose - commercial transport, fighter, crop duster, etc.,
payload - passengers, cargo, weapons, €tc.,

speed - maximum and minimum,

range,

endurance,

field length - STOL, CTOL, etc.,

cost - prototype, 300th production article, and

maintainability - maintenance man hours per flight hour specified.

® & o o o o o

The mission requirements are then studied to identify the requirements that drive the
design. For example, will the aircraft be range dominated, field length constrained
or required to operate supersonically for extended periods or a combination of
these? An early assessment of the driving requirement can help in the proper
selection of the wing planform shape and size. The applicable specifications,
standards, and regulations should be identified and complied with throughout the
design process.

Once the mission requirements are resolved the designer starts the process of
designing the aircraft in what is known as the conceptual design stage. However,
before any formulas or analysis routines are considered, the mission requirements
must be qualified by certain governmental specifications, standards, and regulations
are identified as binding and therefore must be taken into consideration. The
regulation of civil and commercial aircraft is administered by the Department of
Transportation through the Federal Aviation Regulations (FAR), [1].

2.2.3 The Sizing Procedure

The DSP technique is a general design methodology and can be applied in all stages
of design. However, the aircraft compromise Decision Support Problem developed
in this report, is intended for use during the conceptual design phase. The objective
of the conceptual design stage is to determine the overall size and configuration of
the aircraft. Accordingly, the theory needed for this phase is not exact, but is
accurate enough so that solutions obtained in the conceptual design stage can be
accepted as an accurate scenario of the aircraft system. Therefore, preliminary
estimates of aerodynamics, weights, and general wing-body configuration are
acceptable using the limited theory presented in latter sections of this report.

For a traditional design process many assumptions have to be made in order to get
started in the conceptual design phase. Before the initial aircraft sizing takes place
estimates of the aircraft take-off weight, wing loading, and fuel weight first have to
be determined. Later, during additional loops through the design process these
values will be refined. The methods for determining these preliminary estimates
will not be discussed in detail. Instead, the theory required to perform the higher
level iterations is precisely that used for the aircraft compromise Decision Support
Problem template and take precedence. The preliminary design estimates require
time and effort to ascertain, and they will be of little value when the design is
finished. This overhead design work can be eliminated because it is used only to
start the traditional design process, and not for the final solution thereby having no
relevance or use in the aircraft compromise template.
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A rapid method for estimating the size, weight, and required thrust of jet aircraft
that satisfy specific performance objectives is presented by Loftin [27]. The
method developed is strictly for subsonic, jet propelled, aircraft intended for steady
cruising flight. Extensive use is made of correlations of existing aircraft
characteristics in terms of accepted design variables. The procedure is approximate,
but yields acceptable results for conceptual design.

Loftin considers all jet aircraft to be designed to meet the following performance
criteria:

Airport performance

FAR landing field length, missed approach requirement
FAR take-off field length, second segment climb gradient
Cruise performance

Cruising speed in Mach number

Range

Payload.

The specification of these objectives combined with appropriate engine and
aerodynamic data permit rapid estimation of the following aircraft parameters:

Gross weight

Fuel weight

Empty weight

Wing area and wing loading
Engine thrust and thrust loading
Cruise altitude.

e & & ¢ o o

An iterative design procedure by which an aircraft is sized to meet a given set of
mission requirements is illustrated by Loftin, [27]. The procedure is illustrated in
Figure 2.2 and is briefly described in this section. The blocks in the first column
represent analysis methods for different flight conditions or performance objectives
which are utilized in the first step toward sizing the aircraft. The landing field
length block in the first column yields the output wing loading necessary to meet the
required landing field length and the approach lift coefficient. The approach lift
coefficient depends upon the type of high-lift system and is chosen on the basis of
statistical data for current aircraft. The take-off field length yields an output curve
of airplane thrust-to-weight ratio as a required take-off field length. The lift-off lift
coefficient is again determined on the basis of statistical data for current, similar
aircraft.

The second segment climb gradient criterion and the missed approach climb
gradient criterion blocks pertain to regulations for emergency situations which
follow loss of an engine in critical flight regimes. The aircraft lift-drag ratio for
these two flight conditions is obtained using approximate methods. The cruise
matching analysis block represents a relationship between take-off thrust to weight
ratio as a function of wing loading. The defined thrust loading is sufficient for each
wing loading to permit steady flight at the specified cruise Mach number and at the
design lift coefficient which is usually near that for maximum lift-drag ratio. The
altitude for cruise also comes from this analysis. The inputs to the cruise matching
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FIGURE 2.2 -- TRADITIONAL SIZING PROCEDURE, [27]

analysis are aircraft lift-drag ratio (L/D), engine performance, cruise Mach number
(M), and characteristics of the atmosphere.

The outputs of the analyses represented by the first column constitute a set of
relationships which, when considered simultaneously, yield values of wing loading
and thrust loading that are required to meet the desired performance objectives.
However, this process, being characteristic of traditional design methods, is
fundamentally flawed. This procedure for designing aircraft will not exceed the
objectives described by the mission requirements. Moreover, if a better design is
sought, the designer must start at the beginning again, redefining the mission
requirements to represent the intended better design, and proceed as though no
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previous work has been accomplished. As stated earlier, a compromise Decision
Support Problem is used to seek the best possible design no matter what the initial
objectives are, conflicting or otherwise. Whether the mission requirements are
unrealistically high or modestly low, once the analyses procedures and design goals
are represented as a compromise Decision Support Problem template the solution
will converge to the best possible point with respect to designer's objectives. A
computer-based post-solution sensitivity analysis feature provides information on
the amount of improvement that can be achieved by modifying the goals and
constraints. This information is provided as a matter of course.

2.2.4 The DSP Templates in Conceptual Design

As indicated in Chapter 1 the DSP Technique consists of four phases, namely,
planning, structuring, solution and post-solution analysis. As indicated in Section
1.3.1 our focus in this report is limited to the development of templates for the
conceptual phase of aircraft design.

A schematic of a very simple way in which the conceptual design of aircraft may be
undertaken is shown in Figure 2.3. We assert that the conceptual design process
starts with problem definition that leads to ideation that results in identifying
alternative ways (concepts) of achieving the mission objectives. Ideally, a large
number of concepts should be generated. At this stage most of the information will
be soft and there should be many concepts. We envisage a preliminary selection
DSP (Section 1.1.2) being formulated and solved to identify the more promising
"top-of-the-heap" concepts. At this stage we expect engineering analysis to be used
to convert the top-of-the-heap concepts into feasible alternatives. These alternatives
will be characterized by both hard and soft information. We envisage a selection
DSP (Section 1.1.2) being formulated and solved to identify one or two alternatives
that should be further developed. This development involves improvement through
modification and we believe that the compromise DSP is appropriate for this task.
Iteration is necessary and is not precluded from the scenario just presented.

We recognize that preceding is an extremely idealized view of how conceptual
design could be accomplished in practice - but it does, in our opinion, capture the
essence of the process. An overview of the selection and compromise DSPs in the
context of the conceptual design of aircraft follows.

2.3 SELECTION DECISION SUPPORT PROBLEMS
2.3.1 Selection in the Conceptual Design of Aircraft

Selection occurs in all stages of design. In the early stages there is almost no hard
data; most of the data is soft. As the design process progresses the amount of hard
data available increases. The principal distinction between selection in the stages is
the ratio between the amount of hard and soft information that is available.

A preliminary selection decision support problem is formulated and solved when
the amount of experience-based soft information far exceeds the amount of hard
information available. A selection decision support problem is formulated and
solved when meaningful hard information is available. In this report we describe
the selection decision support problems in the context of conceptual design of
aircraft.
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In the conceptual design stage, selection occurs in two major phases, namely,

+ Phase 1 - the generation and identification of potentially superior concepts
based primarily on qualitative rather than quantitative information, and

* Phase 2 - the identification, using insight-based 'soft' and science-based
'hard’ information, of a very limited number of superior alternatives that
should be developed further.

The two phases, in the context of conceptual design, are illustrated in Figure 2.4.
2.3.2 Types of Selection Decision Support Problems

Selection in design and management involves making a choice between a number of
possibilities taking into account a number of measures of merit. These measures of merit
may not all be of equal importance with respect to the decision. Some of the measures of
merit may be quantified using 'hard’ science-based information and others may be
quantified using 'soft' information that is empirical in nature or derived from experience-
based insight. The key issues are: there are a number of possibilities, there are a number
of measures of merit and these are quantified using hard and soft information. We use the
term Decision Support Problem [37,38] to draw attention to the fact that a numerical
model is an approximation to the real-world and its solution is to be used to support human
judgment.

The selection Decision Support Problem can be used in engineering in all stages of design.
It can also be used in engineering management as a tool to resolve conflicting opinions. In
both engineering and management there are two distinct types of selection: one that is
based on the use of soft information (information derived from insight-based judgment)
only and the other that makes use of both hard (information that can be quantified using
some theory) and soft information. The process associated with the use of soft information
only we call preliminary selection and the other we have named selection. The role
of the two in the DSP Technique is illustrated in Figure 2.5.
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?
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? 7 Objectives Identification and Ranking
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Ranking of Alternatives
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FIGURE 2.4 -- SCHEMATIC OF THE SELECTION PROCESS
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2.3.3 The Role of the Two Types of Selection in Design and
Terminology

In preliminary selection we start with concepts; the end product of ideation
(see Chapter 3). We evaluate the concepts based on criteria. The criteria are
quantified using experience-based judgment and hence preliminary selection should
normally be used to identify the top-of-the-heap concepts. The solution to the
preliminary selection DSP involves the rank ordering of concepts. Therefore one
cannot automatically infer, from the rankings, by how much one concept is
preferred to another. Engineering is then 'performed' on the top-of-the-heap
concepts (as many as one can afford) and the concepts become feasible
alternatives.

In selection we start with feasible alternatives. We evaluate the feasible
alternatives based on attributes. We use the selection DSP to help identify the
best alternative. The solution to the selection DSP involves the ordering of
alternatives. One can infer from the ranking by how much one alternative is
preferred to another and therefore the best alternative can be identified.

Why different terms for similar items in the two types of selection? From
experience, we find this is necessary to reduce confusion in communication. We
always use the terms concepts and criteria in referring to preliminary
selection and the terms alternatives and attributes in dealing with selection.
For both types of selection we use the following terms:

Relative importance....establish the relative importance between
criteria for preliminary selection and the relative importance between
attributes in selection.

Ratings...we rate the concepts with respect to their criteria in preliminary
selection and we rate the alternatives with respect to the attributes in
selection.

Rank...we rank the concepts in descending order of preference in
preliminary selection and we rank the alternatives in descending order
of preference in selection.

In preliminary selection there are two types of criteria: generalized criteria and
specific criteria. In preliminary selection the generalized criteria could be cost,
reliability, maintenance, buildability. Each generalized criterion is qualified in terms
of a number of specific criteria. For example, the specific criteria that qualify cost
could be: the initial cost, the cost of maintenance, the cost of installation, the
running cost, the cost of borrowing money, etc. In a similar manner generalized
and specific attributes can be defined for selection.

2.3.4 Structure of the Selection DSPs

The decision support problem representing preliminary selection is stated as
follows:

Given A set of concepts.
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Identify  The principal criteria influencing selection.
The relative importance of criteria.

Capture  Experience-based knowledge about the concepts with respect
to a datum and the established criteria.

Rank The concepts in order of preference based on multiple
criteria and their relative importance.

The decision support problem representing selection is stated as follows:
Given A set of alternatives.

Identify  The principal attributes influencing selection
The relative importance of attributes.
The feasible alternatives.

Rate The alternatives with respect to each attribute.

Rank The feasible alternatives in order of preference based on
attributes and their relative importance.

Software to solve these problems has been written in BASIC for a 512K
Macintosh. The software is called MacDSIDES. A version for the IBM PC/AT is

under development.

2.3.5 An Example to Illustrate Selection in the Conceptual Design
of Aircraft

We are amateurs in aircraft design. To explain our method we have used a problem
from reference [27]. We have developed the problem for our use using
information from [10,23,47,64]. A paraphrase of the problem follows.

It is required to produce a design of a V/STOL aircraft capable of
carrying either 12 passengers or 3000 pounds of payload a distance of
800 nautical miles at a speed greater than 400 knots. All major
components should be available from distributors and have been proven
reliable and safe from experience. (For example, powerplants, and
avionic control systems that are considered radically new or untested in
in situ operating conditions are not in line with this specification.) The
ground area required for landing the vehicle should be rather small and
of various terrain if possible.

The concepts are described and illustrated in Chapter 3. The method for
formulating and solving these DSPs is also described in Chapter 3.

2.4 THE COMPROMISE DECISION SUPPORT PROBLEM
2.4.1 The Word Formulation

A compromise DSP can be stated in terms of the following system descriptors:
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* Variables
- system variables
- deviation variables
* Constraints and goals
- system constraints
- system goals
* Bounds
- on system variables
- on deviation variables
* Objective
- in terms of deviation variables.

The word formulation follows.

Given
A previously selected or existing concept (e.g., aircraft configuration).
Assumptions relating to the model (e.g., number of engines).
The goals of the design (e.g., maximize the range, minimize required
thrust, etc.)

Find
The values of the system variables (wing span and area, fuselage
diameter and length, installed thrust and take-off weight).
The values of the deviation variables (which indicate the extent to
which the goals are achieved).

Satisfy
The system constraints that must be satisfied for feasibility (e.g.,
second segment climb gradient, wing loading, thrust loading,
etc.),
The System goals that must be achieved as far as possible (e.g., range
and endurance, etc.). '
The upper and lower bounds on the system variables.

Minimize
The deviation of the system performance from that implied by the set
of goals.

Test
The validity of the solution,
The sensitivity of the solution to the assumptions made and the
information utilized.

The preceding formulation represents a hybrid formulation of an optimization
problem. It incorporates concepts from both traditional mathematical programming
formulations as well as goal programming (see Ignizio [15]), and also introduces
some new ones. It is similar to goal programming in that the multiple objectives or
goals are formulated as system goals and the objective function is solely a function
of the goal deviation variables. However, the concept of having system constraints
is retained from the traditional constrained optimization formulation. Special



28 Chapter 2

emphasis is placed on the bounds on the system variables unlike both the other
formulations.

The preceding word formulation is different from the traditional constrained
optimization formulation in that this formulation includes both deviation variables
and system goals. Both the traditional optimization and the compromise DSP have
a single objective function, but in the latter formulation, this objective is in terms of
the deviation variables only. Multiple objectives, in the traditional formulation, are
modeled as a weighted function of the system variables. In the compromise
formulation the objectives are modeled as system goals involving both system and
deviation variables. The objective, however, is a function of the deviation
variables. In effect the traditional formulation is a subset of the compromise DSP -
and as a result a lot more can be done with the compromise formulation. The
results obtained using the traditional and compromise formulations will, of course,
be different.

The phrases "Compromise Decision Support Problem" and "Goal Programming"
[15] are synonymous to the extent that they refer to "Multiobjective Optimization"
models; they both share the concept of deviation variables which measure the
"goodness" of the solution with respect to the target values of goals. What
distinguishes the compromise DSP formulation is the fact that it is tailored to handle
common engineering design situations in which physical limitations manifest
themselves as system constraints (mostly inequalities) and bounds. These
constraints and bounds are handled separately from the system goals, contrary to
the goal programming formulation in which everything is converted into goals.
Unlike traditional optimization in both the compromise and goal programming
formulations the multiple objectives are formulated as system goals. In the
compromise formulation the set of system constraints and bounds defines the
design space, and the set of system goals defines the aspiration space. For
feasibility the system constraints and bounds must be satisfied, whereas the system
goals are to be achieved as far as possible. The system goals model the aspirations
of a design (mission requirements) for the designer.

2.4.2 System Descriptors
System descriptors are used to define the state of a system completely. Some of the
descriptors are fixed parameters and do not change during the course of design.
For example, the intended flight range will not change during the course of design.
In this section, the system descriptors for a compromise DSP are presented. These
are described with respect to Figure 2.6.
System Variables and System Constraints

System variables

K = (Xl, X2a-naxn)’ Xl 20
System constraints

C,X) S 2, or=Di(X); i=12,3..m



Decision Support Problems in the Conceptual Design of Aircraft

Design Variable X ,

>

Goal 1

- +
G20 |d20
+_ -=
d2—0 d2 0

29

Arrows Indicate
Direction of Feasibi

-

’

| Feasible Design
Space

lity

Design Variable X4

FIGURE 2.6-- TYPICAL DESIGN SPACE FOR A TWO
VARIABLE COMPROMISE DSP

>




30 Chapter 2

Most engineering problems have at least two system variables. In general, a set of
'n' design variables is represented by X . These variables may be continuous,
boolean (1 if TRUE, 0 if FALSE) or a combination of the two. System variables
are, by their nature, independent of the other descriptors and can be changed as
required by the designer to alter the state of the system. System variables
associated in defining an artifact are always nonzero and positive. In Figure 2.6 the
system variables X, and X,, being independent, are represented by the abscissa
and ordinate, respectively. In general, each member of the set X represents an axis
of an 'n' dimensional space.

A system constraint is a constraint placed on the design. The set of system
constraints must be satisfied for the feasibility of the design. Mathematically,
system constraints are functions of system variables only. They are rigid and no
violations are allowed. They relate the demand placed on the system D(X) to the
capability of the system, C(X), to meet demand.

The set of system constraints may be all linear, nonlinear or consist of both linear
and nonlinear functions. In engineering problems the system constraints are
invariably inequalities. However, occasions which require equality constraints may
arise. Equality functions, also, can be part of the set of system constraints. All
system constraints shown in Figure 2.6 are inequalities.

Deviation Variables and System Goals

Deviation variables  di” - underachievement of the ith goal
di* - overachievement of the ith goal.

System goals AX)/G; + & -dit = 1;i=12,..m

The set of system goals models the aspiration of a designer for the design. A
system goal is always expressed as an equality. It relates the goal (aspiration level),
G;j, of the designer to the actual achievement, Aj(X), of the goal. It is possible that

the designer's aspiration levels are inordinately high or the system constraints are
much too restrictive to attain the desired levels of achievement. The deviation

variables d;- and d;* are used to allow the designer a certain degree of latitude in
making decisions. A particular goal may either be overachieved (dj*>0 and dj- = 0)
or underachieved (dj- > 0 and dj*= 0). The deviation variables therefore relate the

actual performance of the design to the aspired level of performance. These
variables serve to 'anchor' the aspiration levels to realistic achievement levels. The
difference between a system variable and a deviation variable is that the former

represents a distance in the ith dimension from the origin of the design space,
whereas the latter has as its origin the surface of the system goal. This is illustrated
in Figure 2.7. The value of the deviation variables are determined by the degree to

which the ith goal is achieved, i.e.,

AX/G + di -dit = 1 [2-1]
where

A;(X) is the achievement and G; is the goal. When considering equation 2-1 the
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FIGURE 2.7 -- THE SYSTEM GOAL
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following will be true:
if Aj > G; (overachievement) then d;” =0 and d;* > 0,
if Aj = Gj (exact achievement) then di” =0 and d;* =0, and
if A; < Gj (underachievement) then d;” >0 and d;* = 0.

The value of the ith deviation variable is dependent upon the value of A;j(X) alone
(since G is fixed by the designer) which in turn is dependent upon the system
variables X. Further, at a point in the design space, only one of the deviation
variables associated with a goal is greater than zero. The set of deviation variables
can be all continuous, all boolean or some can be boolean and others continuous.
Obviously, both the deviation variables associated with a particular system goal will
be of the same type. If more than one goal exists, it is imperative that the goals be
nondimensionalized such that the deviation variables, for a set of system goals,
vary over the same range (for e.g., 0 to 1).

The system goal represents an equation for a family of either parallel linear or
nonlinear functions. In Figure 2.7 goal i (represented by line A) is to be achieved.
Assume that lines B and C represent the maximum acceptable excursion that is
possible from the target goal. In other words the system variables can achieve any
value in the shaded region. Three representations for lines B and C are shown in
the figure, namely,

1 in terms of system variables,
2 in terms of the system variables and the non-zero deviation variable, and
3 in terms of the system variables and both the deviation variables.

In 1 the right hand sides for the equations for A, B and C are different. In 2 and 3
the right hand sides for both B and C are the same (b;) however the deviation
variables are different. In 3 both B and C are expressed in terms of the system
variables and the two deviation variables. For B d;- is non-zero and d1* is zero.
For C it is the other way around. Since, only one deviation variable, by definition,
can be non-zero we are able to write the equation for the family of system goals B
through C (see Figure 2.7). This is analogous to equation 2-1.

A more general form to the system goal given in equation 2-1,is
AX/Gi + di -dit = Ty [2-2]

The objective of an optimization problem may require maximization or
minimization of a function. The objective of the optimization problem becomes a
goal in the compromise DSP and the objective of the compromise DSP always
represents the minimization of the deviation of the performance of the system
from that implied by the goal. Therefore, in the compromise DSP:

a. To maximize A;(X) set Gj to the maximum expected value of Aj(X) so
that the ratio Aj(X)/G; is less than 1, set Tj = 1 and minimize the

deviation variable di~. For example, if Aj(X) is the reference stress
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then Gj could be the yield stress. In this case the deviation variables
will vary between O to 1.

b. To minimize Aj(X) set Gj to the minimum expected value of A;(X).
Invert the first term of equation 2-2, flip the signs of the deviation
variables and set Tj = 1. This gives equation 2-3.

Gi/ A X) - dj+dj*=1 [2-3]
Minimize the deviation variable d;*. The deviation variables will vary
between 0 and 1.

c. Ifitisdesired that Aj(X) =G;, and
i) if the target value Gj is always higher than A;(X)), set Tj = 1 in
equation 2-2 and minimize the sum (d;"+ d;*),
i) if the target value Gj is always lower than A;(X)), use equation
2-3 and minimize the sum (dj+ d;*).

Bounds

Bounds are specific limits placed on the magnitude of each of the variables. Each
variable is associated with a lower and upper bound as a result of the limited
capability of the system and based on the designer's judgment. In most engineering
design optimization work done there has been a tendency to ignore bounds. It is
necessary to place bounds on the system variables, i.e.,

L < X £ U and

the bounds on the system variables demarcate the region in which a search is to be
made for a feasible solution. Since the template is to be used in the design of
artefacts the lower bound must be nonzero and positive.

If there are two or more system goals, it is imperative that all the deviation variables
be dimensionless (or be of the same dimension) and it is desirable that they vary
between a fixed range (e.g., 0 to 1). Invariably it is necessary to adjust the value of
G;j so that all deviation variables vary within a fixed range.

The Objective

In the compromise DSP formulation the objective is to minimize the achievement
function, Z(d-, d*), which is always written in terms of the deviation variables.

The designer sets an aspiration level for each of the goals. It may be impossible to
obtain a design that is up to the standards aspired. Hence, a compromise solution
has to be accepted by the designer. It is desirable, however, to obtain a design
whose performance matches the aspirations as closely as possible. This, in essence
is the objective of a compromise solution. The difference between the goals and
achievement is expressed by a combination of appropriate deviation variables, Z(d",
d*). The function Z(d-, d*) is also termed an 'achievement function' [15]). The
magnitude of Z(d-, d*) is an indication of the extent to which specific goals are
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achieved. All goals may not be equally important to a designer and the formulations
are classified as Archimedean or Preemptive based on the manner in which
importance is assigned to satisficing the goals. The achievement function for 'm'
goals in the Archimedean formulation is

Z(d,d*) =Wid; + Wadit +...#W(m-1)dm™ + Womdmt

where the weights W{,Wo,....... ,Wno, reflect the desire to achieve certain goals
more than some others. In the Archimedean formulation, the weights Wj are such
that

2m
Y W;=1and Wj20foralli.
i=1

The values of these weights are often based on estimates and designer preferences.
As an example consider a three goal compromise DSP. In the Archimedean
approach, the objective for the compromise DSP could be written in one of three
ways:

a. If the relative value of minimizing both the under and the
overachievement is known, then the objective can be written as:
Z= Wi(d1"+dy +d3) + Wyt + dot + d3™)
where W1 +W32 = land W1,W20.

b. If the relative value of achieving each goal is known, then the
objective for the compromise DSP can be written as:
Z = Wi(d1” + d1T) + WoWdy + dot) + W3(d3 + d3t)
where W1 + Wy + W3 = 1and W{,Wp, W3 20.

c. Ifitis a combination of the above, then
Z = Widy- + dp7) + Wa(d1t + dat) + W3(d3~ + d3h)
where W1 + W2 + W3 = land W{,Wp,W320.

An example that illustrates the difference in the solution obtained by using the
Preemptive and the Archimedean formulations is given in Figure 2.8. It may be
difficult to come up with truly credible weights that attach more importance to one
goal than the other for the Archimedean approach. A systematic approach for
determining reasonable preferences is to use the schemes presented in [6,50,51].
In the preemptive approach, this difficulty is circumvented by rank ordering the
goals and this is probably easier in an industrial environment or in the earlier stages
of design. Goals are ranked lexicographically and an attempt is made to achieve a
more important goal before other goals are considered. The achievement function,
for instance, for a four goal problem, may look like

Zd-,d%Y = P1dy;” + d1t + dp) + Pa(dy* + d3” + d3h)
+ P3(dg4™ + dg™)
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where Pp is preferred to P which in turn is preferred to P3 and so on. The
deviation variables dj-, di¥, d3~ have to be minimized preemptively before

variables dp+, d3-, d3* are considered and so on. The priorities represent rank,
27,43 ,d3 P

i.e., by how much one goal is preferred to another. No conclusions can be drawn
with respect to the amount by which one goal is preferred or is more important than
another. This approach is therefore suitable when there is little information
available. For a simple problem with only two system variables, a graphical
solution can be easily found by satisficing the goals in a logical manner. This is in
contrast with the Archimedean approach in which the numerical evaluation of the
objective function is required even for the simplest case.

2.4.3 An Overview of the Solution Algorithm

It has been shown, [36], that many different classes of DSPs arise in engineering
design. There are two ways of providing the capability for solving a class of
DSPs, namely.,

» organize a suite of algorithms, or

» develop a single algorithm.
In either case, the suite of algorithms or the single algorithm must be capable of
solving a wide range of formulations (see Figures 2 to 6, Table 1, reference [36]).
We believe in solving the DSPs using optimization. Optimization algorithms fall
into two categories, namely,

* solve the exact problem approximately, and

* solve an approximation of the problem exactly.
Gradient methods, pattern search methods, penalty function methods and barrier
function methods fall into the first category whereas methods involving sequential
linearization fall into the second category.

We have chosen the sequential linear programming approach because it has, in our
opinion, the highest potential for being used to develop a single algorithm for
solving a range of DSPs in engineering design and it also provides sensitivity
information for the solution without extra calculations. The latter is particularly
important for establishing the validity of DSPs that make use of both hard and soft
information and in exploring the vicinity of the solution point. This sensitivity
information, however, is only valid for the linear problem. For nonlinear problems
and for those with both linear and nonlinear constraints, the sensitivity information
is only valid for the final design and only for small changes in the variables.
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FIND System variables
Xq, Xo 15
Deviation variables
dy-, dyt, do7, do*, d3”, d3*
SATISFY System constraints 10 * Goal2

2Xq + 3Xo < 30
6Xq +4Xp < 60 (2)
System goals (dimensionless, normalized) s
X4/10 + Xo/10 + d¢~ - dit =1 ..(19)
Xo/ 7 +do” -do* =1 ..(29)
X1/8 + d3’ - d3+ 1 ...(39)
Bounds omitted for now. System constraint
MINIMIZE Case a: Using the preemptive approach. System goal
Z = Pqdy +Pody™ + P3d3” + P4(d1+ + d2+ + d3+)
The priorities are RANK-ORDERED:
Py>> Py >> P3 >> P4 (indicate preference only)
Case b: Using the Archimedean approach.
Z = Wqdy" + Wody™ + Wgadg™ + Wy(dy* + dot + dz%)
where Wj= Wy = W3 = 13 and W4 = 0 (assumed values)

0 S 10 15 L

SOLUTION
Case A Preemptive.....the best solution is at point 'C'.
For system goal 1 alone, the better solutions are A, B, E & G (lie on the goal).
For system goals 1 and 2, taken together in that order, B >> A >> C. Note,
both goals intersect at point B
For system goals 1, 2 and 3, taken together in that order, the ' optimum’
solution is at point 'C". If point C did not exist, the optimum would be at
point B.
Case B Archimedean.....it follows from the following table that the best solution is
at 'F' where Z is a minimum (Z=0.13).

Acceptable Value of Normalized Deviation Variable Objective
Vertices Function
(coordinates) dy” ds? do” do* dgz° dz*| 7

A = (0, 10) (o] 0 0 0.42 1 0 0.333

B=(37) 0 0 0 0 0.625 0 0.208

C = (45,7) 0 0.15 0 0 0.438 0 0.146

D=8 3) 0 0.10 0.57 0 0 0 0.190

E = (8, 2) 0 0 0.7 0 0 0 0.238

F = (6, 6) 0 0.2 0.14 0 0.25 0 0.130 <---

G = (10, 0) 0 0 1 0 0 0.25 0.333

FIGURE 2.8 -- DIFFERENCES IN SOLUTION
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Our algorithm is called ALP (Adaptive Linear Programming). A block diagram of
the implementation of the ALP algorithm is shown in Figure 2.9. The user
provides the input to the program in the form of a DSP template. This template
consists of data and user provided Fortran routines. The data is used to define the
problem size, the names of the variables and constraints, the bounds on the
variables, the linear constraints and the convergence criteria. The Fortran routines
are used to evaluate the nonlinear constraints, the objective function, to input data
required for the constraint evaluation routines and the design-analysis routines, and
to output results in a format desired by the user. Access is provided to a design-
analysis program library from the analysis/synthesis cycle and also within the
synthesis cycle. For the design of major systems, it is desirable to use the design-
analysis interface associated with the analysis/synthesis cycles (e.g., structural
design requiring the use of a finite element program). It has been found necessary
to.use both the interfaces for solving comprehensive hierarchical problems [58].
Once the nonlinear compromise DSP is formulated it is linearized in two stages
using the scheme described in [31,36]. At each stage the solution of the linear
programming problem is obtained by a Revised Dual Simplex algorithm. Two
checks for determining whether or not to continue the solution process are made.
Once a solution has been obtained a post-solution analysis can be performed using
the algorithm described in [20,21,38]. The solution algorithm requires that all
system variables are positive

The creation of templates for decision support is becoming easier as we acquire
knowledge about decision making. This knowledge can be made available on a
computer through knowledge-based expert systems. We are in the process of
developing expert systems to support the formulation of the DSP, [18,19].
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( DSP TEMPLATE)

————p| DESIGN ANALYSIS

FORMULATE NONLINEAR DSP
>

FORMULATE & SOLVE |
FIRST LP PROBLEM
FORMULATE & SOLVE
ADAPTED LP PROBLEM|

- CONVERGED? »

SYNTHESIS CYCLE

ANALYSIS/SYNTHESIS CYCLE

{ CONVERGED? »

POST-SOLUTION
SENSITIVITY
ANALYSIS

STOP

DESIGN-ANALYSIS
PROGRAM LIBRARY

‘| INTERFACETO

INTERFACE TO
DESIGN-ANALYSIS
PROGRAM LIBRARY

FIGURE 29 -- A SCHEMATIC OF THE ALP ALGORITHM
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2.5 THE ANATOMY OF AN AIRCRAFT COMPROMISE DSP

2.5.1 The Compromise DSP Template for the Conceptual Design of
Aircraft

In the mathematical formulation of the aircraft compromise DSP template, as
indicated earlier, the design-analyses information (see blocks Figure 2.2) is based
on the traditional sizing process. Figure 2.10 is the corresponding figure for the
compromise DSP template. Details pertaining to the mathematical formulation of
the compromise DSP are presented in Chapter 4.. Economic efficiency is not
explicitly taken into account in the procedure illustrated in Figure 2.2. Since we do
take this into account in our template economic efficiency is shown explicitly in
Figure 2.10.

AIRPORT
PERFORMANCE

CRUISE
PERFORMANCE

AIRCRAFT
COMPROMISE
DSP
TEMPLATE

AERODYNAM |cs

Coras D (MeTHOD 2 )

FIGURE 2.10 -- THE AIRCRAFT COMPROMISE DECISION
SUPPORT PROBLEM TEMPLATE
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In the compromise DSP, the system variables are not made firm sequentially but are
determined concurrently. The solution to a compromise DSP represents an
"optimal" balance between the technical and economic efficiencies that are used to
model the aspirations for the design. The capability to optimally trade-off the
conflicting requirements and aspirations concurrently is one of the principal
advantages of the compromise DSP formulation. Further, the variables are
determined taking into account the trade-offs between the system constraints,
bounds and aspirations - concurrently. Hence, unlike Figure 2.2, there are no
arrows in Figure 2.10 indicating precedence. Iteration when using the compromise
DSP template is only necessary when the model (system constraints, system goals,
bounds), design constants or the priorities associated with the aspiration function
are altered. Hence, there is less iteration involved in obtaining a solution to the
compromise DSP than there is in the traditional sizing procedure. These benefits
must be weighed against the effort required in establishing the initial template.

In creating the compromise DSP template we have made use of design-analysis
information that is used in the traditional sizing procedure. We have, in effect,
synthesized the same information that is used in the traditional sizing process
differently. We see our current work "augmenting” the traditional sizing procedure
not replacing it. We do assert, however, that if we used exactly the same
information and knowledge for the traditional and "augmented" sizing procedures
the latter would provide a better aircraft design more quickly with fewer iterations.

2.5.2 The Problem Statement

A subsonic jet transport is to be designed. The system variables that must be
determined are: wing span and area, fuselage diameter and length, installed thrust
and take-off weight. The jet is to cruise at 35,000 feet and the number and type of
engines have been selected and the specific fuel consumption rate is c.

Constraints should include all those used in traditional design. To satisfy the
Federal Air Regulations (FAR) that govern the certification of all transport aircraft
operated in the United States it is required that, for a N engined aircraft, the climb
gradient and the second segment climb gradient be greater than qp, and qro degrees,
respectively. To ensure that the aircraft is operational from many airports the take-
off field length should be less than St ft and the landing field length should be as
close to Spty ft as possible. It is required that the range of the aircraft exceed R
nautical miles.

It is desired that the aircraft should be cost-effective. This aspiration is modeled by
seeking to maximize the endurance, range and useful load fraction by minimizing
the fuel weight and the required thrust for cruise. Further, it is desirable that the
airplane carry about Npry passengers and provide a ROIty % return on investment.
It is also desirable that the missed approach climb gradient be as large as possible.

2.5.3 The Word Formulation
Given

The information provided in the problem statement. To simplify the design-
analysis the take-off and landing speeds may be assumed to be the same. The
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principal references for design-analysis are [27,43,56]. Unknown values for
parameters may be assumed to be the same as those of similar aircraft.

Find

The values of the independent system variables:
Wing area S
Installed thrust Tj
Fuselage length 1
Take-off weight Wro
Wing span b
Fuselage diameter d

The values of the deviation variables associated with
the landing field length goal
the missed approach climb gradient goal
the endurance goal

the cruise range goal

the useful load fraction goal
the weight matching goal

the number of passengers goal
the return on investment goal

Satisfy

The system constraints:

The thrust required for cruise, Tr, must be less than the installed
thrust, T;.

The fuel weight must be greater than a minimum required for a
given fuel consumption rate and range.

The thrust for cruise, Tr, must be greater than or equal to drag, D.

The missed approach climb gradient must be greater than qp,
degrees with one engine operable.

The take-off field length must be less than Sto.

The second-segment climb gradient must be greater than qro
degrees with one engine inoperable.

The range must be greater than R.

The wing loading must be within the range of values for existing
aircraft.

The thrust loading must be within the range of values for existing
aircraft.

The wing area to fuselage area ratio must be within the range of
values for existing aircraft.

The fuselage form factor must be within the range of values for
existing aircraft.

The aspect ratio must be within the range of values for existing
aircraft.

The system goals:
The landing field length should be around Sy tv.
The missed approach climb gradient should be around g v

with (quTv > qL)
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The endurance should around Etv.
The cruise range should be around Rry.
The useful load fraction should be around Ury.

The weight matching! routine should be as exact as possible.
The passenger carrying capacity should be close to Nprv.
The return on investment should be close to ROIty

The bounds:
Upper and lower bounds on the system and deviation variables.

Minimize

The difference between the aircraft performance that is achievable
and that which is sought.

In the very early stages it may be difficult to quantify some of the target values for
the system goals, for example, Etvy, Rty, Utv, NpTV, ROITY. It is appropriate,
until more is known, to assign a high numerical value to these targets (in effect
seeking to maximize aspiration). It is recommended that as more is known these
targets are assigned realistic and appropriate values.

The development of the mathematical form of the compromise DSP template and its
solution are presented in Chapters 4 and 5, respectively. The insight gained by
solving the template formulation posed in this chapter is included in Chapter 6.

2.6 OUR WORK IN THE CONTEXT OF AIRCRAFT DESIGN

We are amateurs in aircraft design and it is therefore not our intention to imply that
aircraft design is being done or should be done in the way described in this chapter.
Our strength is in developing the approaches and software that supports human
judgment in decision making. We are therefore confident that the use of the
selection and compromise DSPs in aircraft design and the management of design,
after further development, will be efficacious. The status of our current activities in
discipline-independent decision making is summarized in [19].

1 Two empirical weight estimation routines have been used. Both give different results. Lacking
experience as to which routine is better we decided to use both routines by introducing a "weight-
matiching” goal. The goal reflects our desire that the design is one that minimizes the difference
in the weight estimate using the two routines.
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THE SELECTION DECISION SUPPORT
PROBLEMS

Selection occurs in all stages of design. In the early stages there is almost no hard
data; most of the data is soft. As the design process progresses the amount of hard
data available increases. The principal distinction between selection in the stages is
the ratio between the amount of hard and soft information that is available.

A preliminary selection Decision Support Problem is formulated and solved when
the amount of experience-based soft information far exceeds the amount of hard
information available. A selection decision support problem is formulated and
solved when meaningful hard information is available. In this report we describe
selection decision support problems in the context of conceptual design of aircraft.

In the conceptual design stage, selection occurs in two major phases, namely,

Phase 1 - the identification of potentially superior concepts based primarily
on qualitative rather than quantitative information, and

Phase 2 - the identification, using insight-based ‘soft’' and science-based
'hard’ information, of a very limited number of superior alternatives that
should be developed further.

In Chapter 2 an idealized view of the process of design in the conceptual phase and
the role and structure of the two types of selection DSPs is presented. In this

chapter a practical approach to design, based on the concept of selection, is
presented. A reader is advised to focus on the process described rather than the

technical details of the example.

43



44 Chapter 3

3.1 SELECTION IN CONCEPTUAL DESIGN
In the conceptual design stage selection occurs in two major phases, namely,

phase 1 - the identification of potentially superior concepts based primarily
on qualitative rather than quantitative information, and

phase 2 - the identification, using insight-based 'soft' and science-based
'hard' information, of a very limited number of superior alternatives that
should be developed further.

A preliminary selection DSP is formulated and solved in Phase 1 whereas a
selection DSP is formulated and solved in Phase 2. Preliminary selection
involves the selection of the "top-of-the-heap" concepts for further development
into feasible alternatives. Selection involves the ranking, based on multiple
attributes, of the feasible alternatives in order of preference. The role of these two
types of selection in conceptual design and the terminology associated with each are
described in Section 2.3.

The selection Decision Support Problems (DSPs) were described in Chapter 2. The
methods for formulating and solving both the preliminary selection and selection
Decision Support Problems are presented in this chapter. An overview of the
process and the steps involved in formulating and solving the two types of DSPs is
presented in Figure 3.1. The process itself is described in Sections 3.2.1 and
3.3.1, respectively. To facilitate understanding of the underlying principles the
procedures are explained as if a person was doing the work by hand using pencil
and paper. An aircraft design problem presented in [10] is used by way of
example. The technical details to support our use of the problems are taken from
books on aircraft design [12,23,47,64]. We are novices when it comes to aircraft
design; the reader is therefore advised to focus on the method of selection rather
than the technical details of the example. These examples are presented in Sections
3.2.2 and 3.3.2 A summary of the steps involved in formulating the selection
DSPs is presented in Appendix A and information on creating scales in Appendix
B. The software for solving both types of selection DSPs has been implemented in
BASIC for an Apple Macintosh. This software is called MacDSIDES. Information
on using the MacDSIDES is presented in reference[34,35].

3.2 PHASE 1 - THE PRELIMINARY SELECTION DECISION
SUPPORT PROBLEM

The role and structure of the preliminary selection DSP is given in Chapter 2,
Section 2.3. The method of Pugh [48] forms the basis of the algorithm developed
for solving the preliminary selection DSP. In this section, the formulation and
solution is described and this is followed by an example. A summary of the steps
and important points of the process is presented in Appendix A.1.

3.2.1 Preliminary Selection - Formulation and Solution

In Phase 1, some choices are made that narrow the field of contending design
concepts down to a few "top-of-the-heap” concepts. These choices are made
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(PHASE 1)
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Recognition of need
¥Writing of specifications

e

Generation of concepts

Policies

Information Market

Concepts

Need

PRELIMINARY SELECTION

Describe concepts
Describe generalized criteria
Describe specific criteria
Assign weights for specific criteria ~—
Capture experience-based knowledge .
Determine rank Preliminary Selection:
Include interactions between generalized Identify the
criteria top-of-the-heap
Yalidate the solution and make concepts
recemmendations

v

ldentify concepts for
further development

Generate feasible
alternatives

SELECTION
\
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Describe attributes and establish v

their relative importance
Specify scales and rate the alternatives Selection: ldentify one
Normalize the ratings or two alternatives for

Evaluate the merit functions
Yalidate the solution and make a
recommendation

further development

FIGURE 3.1 -- SCHEMATIC OF THE SELECTION PROCESS
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against a set of criteria, specified by the designer, as to the preferred performance
of the design. This process is shown schematically in Figure 3.1.

The recognition of need is the basis for initiating the design process. The need may
arise owing to policy decisions or functional requirements. The need may be for
the design of a system or a subsidiary part of a system. Before a detailed design of
a concept is performed, it is necessary to generate many concepts so as not to
overlook the deficiencies or merits of a particular alternative. A systematic
approach for structuring creative thought to generate alternatives is necessary. Such
an approach avoids possible confusion caused by the vast amount of information
that may be generated. These approaches are well documented in [2,3,14,45].
Allen [2] deals with idea generation (conceptual block busting). The book is
excellent. Wales [65] provides a believable practical approach for recognizing need
and arriving at an initial definition of the problem. The approach we follow in the
DSP Technique is presented in [38, Unit 2].

Let us assume that the competing concepts are known and information about them
are available. Let us also assume that most of this information is soft. In design,
the following steps serve as a set of guidelines to aid the design team identify a set
of feasible alternatives. If the concepts are submitted by different companies for
evaluation, the same procedure will facilitate the identification of the top-of-the-heap
concepts and just possibly the selection of the superior one. A seven-step
procedure to accomplish these tasks is presented. In Figure 3.2 schematic of the
seven steps is presented.

Step 1 Describe the concepts and provide acronyms. Draw
sketches of the embryonic concepts for the problem. Concepts should
be presented in the form of sketches for easy understanding. The
complexity for each of these sketches should be maintained at the same
level so as not to bias one concept in favor of another. Describe each
concept in words, set forth the advantages and disadvantages of each
concept and provide meaningful acronyms (something more meaningful
than concept 1, concept 2, etc.).

Step 2  Describe each generalized criterion and provide
acronyms and specify the relative importance of the specific
criteria. The criteria usually emerge from the needs defined in the
problem statement. For each generalized criterion describe the specific
criteria and provide acronyms. For example, a generalized criterion
called "Cost of Product” could be qualified in terms of the specific
criteria that measure design cost, material cost, maintenance cost, etc.

A criterion represents a quality of the desired solution and this quality
must be quantifiable. The relative importance of the criteria should not
be considered when identifying the criteria. A criterion that is not taken
into consideration in this step will have no affect on the selection
process. The selection process could thus yield an alternative which
will perform well in all aspects save that of the ignored criterion.
Therefore, the set of criteria defined must be comprehensive,
understandable, unambiguous and serve the needs of the design. The
criteria should be independent of each other and each should measure a
single quality of the concepts.



47

The Selection Decision Support Problems
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Rank the specific criteria, associated with each generalized criterion, in
order of importance (see Appendix B). Determine the normalized
weighting constant that reflects the relative importance of each specific
criterion within its generalized criterion.

Step 3 Choose a datum with which all other concepts will be
compared. A design that is favored to win is an appropriate initial
choice.

Step 4 Capture experience-based knowledge through
comparison of concepts. For each generalized criterion answer the
following question:

With respect to specific criterion z, is concept x better than, same as,
worse than the datum concept y? Enter a score: +1, 0 or -1 for a better
than, same as and worse than answer, respectively.

Step 5 Evaluate the merit function for each concept within
each generalized criterion and determine rank. Multiply each
entry (step 3) by the corresponding weight (step 2) to obtain a score.
For each concept add these scores and normalize to obtain the merit
function value for the concept. Order the concepts in decreasing order
of normalized merit function values. This order represents the quality of
each of the concepts with respect to each generalized criterion.

It is recommended that an initial run be made with the assumption that
all the generalized criteria are equally important. If these results are
counter-intuitive runs with other datums are appropriate. Using other
datums as a matter of course is likely to eliminate bias from the
comparisons. This, however, becomes extremely time consuming.

Step 6 Include interactions between generalized criteria and
compute the overall merit and determine overall rank. Based
on the perception of the future pose 'what if’ scenarios: optimistic,
pessimistic, realistic, etc. Assume that a larger number indicates
preference. Determine the weights, to be associated with each
generalized criterion, that are representative for each scenario. The
weights must sum to 1. Multiply the normalized merit function values
by the corresponding weight. Sum and normalize to get the overall merit
function value for each concept. Order the concepts with respect to these
merit function values.

Step 7 Post-solution analysis: Determine the top-of-the-
heap concepts. Plot the overall merit function values for each
concept. Plot the scenario number on the x-axis and the normalized
merit function value on the y-axis. Analyze the plot. Look for
dominance. Determine whether any of the concepts can be discarded.
Determine another datum. Repeat steps 4 through 7. Stop when you
see a top-of-the-heap pattern emerge.
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This seven-step procedure yields a set of potentially superior concepts. These
concepts are refined and turned into feasible alternatives. These alternatives are
used as input for the selection DSP. A program has been developed by the Systems
Design Group on the Apple Macintosh that proceeds from Step 3 (selection of a
datum) to Step 7, yielding a set of superior concepts to be used in Phase 2. The
user manual is included in references [35,36].

3.2.2 An Example to Illustrate the Preliminary Selection of
Concepts

The problem statement for the preliminary selection DSP is presented in Section
2.3.5. The problem has been taken from reference [10] and we have developed the
problem using information from [10,23,47,64].

Aircraft design is extremely complex and time intensive. In what follows we
present an extremely brief summary of the steps - to highlight some aspects of the
method. Major considerations have been omitted or glossed over. In practice a
significant amount of effort will need to be invested in a project of this type and
there would invariably be a substantial report that is generated.

Step 1 Describe the concepts and provide acronyms

Assume that a number of concepts were generated. Further, assume that after
careful scrutiny it was decided to restrict the choice to eight. Rough sketches of
these embryonic concepts have been drawn and specific details are maintained at the
same level of complexity for all the concepts. These sketches are presented in
Figures 3.3A and B The descriptions of the eight concepts follow:

TWTE (Tandem Wing, Tandem Engine) - This concept features two
tandem fan engines located on either side of the fuselage for a total of
four engines. These engines also provide lift by a type of vector thrust.
The wing layout is a pair of tandem wings which combine to make for a
small easily parked craft.

CWTN (Conventional Wing, Tilt Nacelle) - Here, a conventional wing is
paired with two cruise turbo jets and two lift/cruise turbo fans.

CWLE (Conventional Wing, Lift Engines) - This concept relies on 4
stowable lift turbo fans for takeoff and landing, and two jets for cruising
slung underneath the conventional wings.

CNAW (Canard Augmentor Wing) - Two turbo fans are placed at the rear
of a canard wing configuration. The exhaust of the fans is blown over
the rear wing to augment its lift.

HELI (Helicopter) - This concept is a conventional helicopter, with gas
turbine engines.

TWLE (Tandem Wing, Lift Engine) - The small overall area of the tandem
wings is combined with one lift engine and two tilt nacelles.

TTVT (Twin Tail, Vector Thrust) - A twin tail design with fuselage pod
and clamshell doors provides easy cargo access. Two vector thrust
engines provide lift and cruise thrust.

CWAW (Conventional Augmentor Wing) - A conventional transport layout
is provided with augmentor wing technology for V/STOL capability via
two engines mounted on the conventional wing.
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FIGURE A -- TANDEM YING,F FIGURE B —— CONVENTIONAL YING,
TANDEM ENGINE (TYTE) TILT NACELLE (C¥TN)
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FIGURE C -- CONVENTIONAL YING, FIGURE D —— CANARD AUGMENTOR
LIFT ENGINE (CYLE) ¥ING (CNAY)

FIGURE 3.3a -- V/SSTOL AIRCRAFT CONCEPTS
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FIGURE E —- HELICOPTER FIGURE F -— TANDEM YING,
(HELD) LIFT ENGINE (TYLE)
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FIGURE G —— TYIN TAL, FIGURE H —— CONVENTIONAL
YECTOR THRUST (TTVT) AUGMENTOR YING (CYAY)

FIGURE 3.3b -- V/STOL AIRCRAFT CONCEPTS
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Step 2 Describe each generalized criterion, provide acronyms and
weighting constants for the specific criteria. Since this design is for a
commercial aircraft the following generalized criteria have been identified: safety,
performance, economics and market potential. The specific criteria for each of the
generalized criteria are shown in Table 3.1. The attribute listing technique [38,Unit
2] was used to create the specific criteria for this project. For this illustrative
example descriptive titles for each of the specific criteria have been used instead of
acronyms. For the initial iteration it is assumed that all the specific criteria are
equally important. For brevity, the description of the attributes has been combined
with the the viewpoint and is presented in Step 4.

Step 3 Choose a datum with which all other concepts will be
compared. Concept number 1, TWTE (tandem wing - tandem engine) is chosen
as the initial datum. There is no special reason for choosing one concept over
another as the initial datum in this example. However, in applying the preliminary
selection method one might pick as the initial datum either the concept one perceives
the most likely to succeed or the most controversial concept or the concept most like
an existing design.

Step 4 Compare the concepts. The end result of the comparison of each of
the concepts with the datum are summarized in Table 3.1. It is necessary to record
the underlying reasons for the decisions. This is extremely important. In practice,
this task requires a lot of gathering of information, discussion and involves
considerable time and effort. In the summary that follows more detail is provided
for the first generalized.criterion (by way of illustration) than the others. In
practice, the level of detail that is provided must be the same for all cases.

rali iterion: Saf

Engine out safety in STOL. Does the design have a backup in case of
a single engine failing in short takeoff and landing? The datum has
equivalent safety to the other concepts except CNAW and CWAW
which might have problems due to the augmentor wing engine
mounting. Hence, a '0' is assigned for all concepts except CNAW and
CWAW which have been assigned a -1.

Engine out safety in VTOL. Does the design have a backup in case of
a single engine failing in vertical takeoff and landing? The datum
concept has 4 engines. Most of the other concepts have only two
engines. The CWLE concept, which has several lifting engines is
equivalent to the datum. Hence a -1 is assigned for all concepts except
CWLE which is equivalent to the datum and is hence assigned a '0'.

Simplicity of design. Is the design concept simple in terms of
mechanicals? The CNAW, helicopter, the TTVT and the CWAW have
the same complexity of mechanicals as the datum. The others are more
complex.

Reliability. Here reliability is based on the fewest things that can go
wrong. This includes number of engines and the use of tried
technology. Thus, CNAW and TTVT are rated more reliable since they
have few engines and less complex lift mechanisms. Also, vector thrust
has been proven on the Harrier fighter aircraft.
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CONCEPTS

TWTE CWIN CWLE CNAW HELI TWLE TIVT CWAW
SAFETY
Engine out safety in STOL 0 0 0 - 0 0 0 -
Engine out safety in VTOL 0 - 0 - - - - -
Simplicity of mechanicals 0 - - 0 0 - 0 0
Reliability 0 - - + 0 - + -
Score 0 -3 2 -1 -1 3 0 3
Normalized score 1 0 033 067 067 O 1 0
PERFORMANCE
Range versus Payload 0 0 0 0 - 0 0 0
Ground effects 0 0 0 0 0 0 0 0
Achieveability of minimum
cruise speed 0 0 0 0 - 0 0 0
Achieveability of stability 0 + + 0 - 0 + +
Score 0 +1 +1 0 3 0 +1 +1
Normalized score 0.75 1 1 0715 0 0.75 1 1
ECONOMICS
Cost 0 0 - + + + + 0
Power matching 0 0 + + + 0 + +
Technology Utilization 0 + + 0 + + + 0
Score 0 +1 +1 +2 +3 +2 +3 +1
Normalized score 0 033 033 0.67 1 0.67 1 0.33
MARKET POTENTIAL
Cargo accessibility 0 - - - 0 - + +
Passenger comfort 0 - - 0 - 0 0 0
Landing surface restrictions 0 0 0 + + 0 0 +
Parking space 0 - - - 0 0 - -
Noise 0 0 + 0 - 0 + 0
Score 0 -3 2 -1 -1 -1 +1 +1
Normalized score 075 0 025 05 0.5 0.5 1 1
OVERALL SCORES AND RANKS
Sum of Scores 250 133 191 259 217 192 4.0 2.66
Ranks 4 8 1 3 5 6 1 2

Legend: A '-'implies -1' and a '+ implies '+1'

TABLE 3.1 -- PRELIMINARY SELECTION: SCORES AND
RANKS
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: f

Range versus payload. Can the design be expected to meet the range
and payload specifications?

Ground effects. Will the design have undesirable ground effects in
V/STOL?

Cruise speed. Can the design be expected to meet the minimum cruising
speed specification?

Achieveability of stability. Will the design require less work to

achieve stability?

Cost. This includes design, construction and maintenance costs. The
simpler and more conventional designs are favored here.

Power matching. Will the engine combination in the design concept
allow for simple power matching between VTOL and level flight?

Technology utilization. Does the concept employ VTOL technology
that has been proven?

Generalized Criterion: Market Potential

Cargo accessibility. Does the concept allow for easy access for loading

and unloading cargo.
Passenger comfort. How comfortable for passengers can the design

concept expect to be?

Landing restriction. Is the design concept capable of landing at
hardened and non-hardened landing sites?

Parking space. Will the concept require a minimum of parking space?

Noise. Will the design concept generate less noise in takeoff and landing
than the other concepts?

Step 5 Evaluate the merit function for each concept within each
generalized criterion. The "Score” and the "Normalized Score” (i.e., the merit
function value) for each of of the concepts with respect to the four generalized
criteria are computed and are shown in Table 3.1. In this case, the scores are
normalized using equation 3.1. Any reasonable normalization scheme could have
been used. Based on the normalized scores the rank of each of the aircraft, on the
basis of a particular generalized criterion, can be ascertained.

Step 6 Include interactions between generalized criteria. Equal
weights were assigned for each of the generalized criteria and the 'Sum of Scores'
and 'Ranks' are also shown in Table 3.1. On this basis, the four best concepts are
the TTVT, CWAW, CNAW and TWTE concepts. In this case, since the TTVT
concept received the highest overall rank it would be appropriate to use it as the next
datum. The results shown in Table 3.3 and Figure 3.4 are after using the two
datums and it will therefore not be possible for the reader to establish the
correspondence between the information presented in Table 3.1 and the results in
Table 3.3.

Five scenarios for the relative importance of generalized criteria were created. In
the first four each of the generalized criterion in turn is made to dominate the other
criteria. The fifth scenario represents our best estimate of the relative importance of
the generalized criteria. The scenarios and normalized total scores are shown in
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Tables 3.2 and 3.3 respectively. The overall values of the merit function are
plotted in Figure 3.4.

Step 7 Post-solution analysis: determine the top-of-the-heap
concepts. In Table 3.3 the top three concepts for each of the scenarios are shown
in bold. It is seen that the Twin Tail Vector Thrust (TTVT, Figure 2.3G) "the
winner" in all the scenarios. It is premature, however, to declare it the winner
because only soft experience-based insight was used in preliminary selection. Itis
important that the top-of-the-heap concepts be identified and the selection DSP is
formulated and solved.

Scenario Number
Generalized
Criterion One| Two |Threel Four| Five
Safety 0.4 0.2 0.2 0.2 0.2
Performance 0.2 0.4 0.2 0.2 0.3
Economics 0.2 0.2 0.4 0.2 0.2
Market Potential 0.2 0.2 0.2 0.4 0.3

TABLE 3.2 -- SCENARIOS FOR THE RELATIVE
IMPORTANCE OF GENERALIZED CRITERIA

Concept Scenario Number

No. Name One Two | Three Four Five

TWTE| 0.680f{ 0.610 | 0.480 | 0.630f 0.620
CWTN| 0.187 | 0.307 | 0.253 | 0.187 | 0.247
CWLE| 0397 | 0.420| 0.414{ 0.370 | 0.395
CNAW| 0.629] 0.636] 0.640| 0.626 | 0.631
HELI 0.566 | 0.443 | 0.643| 0.563 | 0.503
TWLE|} 0.383 | 0513 | 0.517 | 0.503 | 0.508
TTVT | 0.980| 0.960| 0.980] 0.980| 0.970

~N~Nookhwnn =

TABLE 3.3 -- PRELIMINARY SELECTION:
NORMALIZED OVERALL SCORES

It is seen, from Table 3.3, that the TTVT, CWAW and CNAW concepts do
consistently well, placing in the top four, while the TWTE places in the top four in
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four out of five scenarios. The CWTN and CWLE concepts score low consistently.
The HELI concept does well in some scenarios (notably, Scenario Three, where
cost is most important) but since it it is very difficult to build helicopters that will
cruise at the minimum required speed it will not be considered further. The TWLE
concept falls below the HELI concept and so will also not be considered further.

By looking at the numbers shown in bold in Table 3.3 it may appear that TTVT,
CWAW and CNAW are the top-of-the-heap concepts for Phase 2 of the selection
process. From Figure 3.4, it is seen that TWTE is in the running with CWAW and
CNAW. It is also clear from the figure that TWTE performs badly when the
generalized criterion economics dominates. We have therefore decided to use four
top-of-the-heap concepts, namely, TTVT (twin tail, vector thrust), CWAW
(conventional augmentor wing), CNAW (canard augmentor wing), TWTE (tandem
wing, tandem engine)].

In practice, at this stage, some engineering work should be undertaken to develop
more information and ensure that the four top-of-the-heap concepts are indeed
feasible. We will, for the purpose of illustration, assume that this has been done
and the four concepts go into Phase 2 as feasible alternatives.

B Scenario One
O scenario Two
1.07 |0 Scenario Three
09t Scenario Four

087 (] scenario Five
0.7 1

—

os M|
o418
0.3
0.2
0.1
00

Normalized Scores

4 S 6 7 8
Concepts

FIGURE 3.4 -- PRELIMINARY SELECTION: GRAPHICAL
REPRESENTATION OF THE SCORES
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3.3 PHASE 2 - THE SELECTION DECISION SUPPORT
PROBLEM

The selection DSP facilitates the ranking of alternatives based on multiple attributes
of varying importance. The order indicates not only the rank but also by how much
one alternative is preferred to another. In the selection DSP both science-based
"hard" information and experience-based "soft" information can be used. The
structure of the selection DSPs is given in Section 2.3.4. The steps associated with
the selection DSP are explained in Section 3.3.1. An example based on the top-of-
the-heap concepts identified in Section 3.2.2 is presented in Section 3.3.2. The
aircraft example is for illustrative purposes only. The process is illustrated in
Figure 3.1 and a summary of cogent points associated with the formulation and
solution process is given in Appendix A.2.

3.3.1 Selection - Formulation and Solution

Step 1  Describe the alternatives and provide acronyms.
Assume that a number of concepts have been generated and these have
been narrowed down in Phase 1 that is described in the preceding
section. Assume that the concepts have been developed into
alternatives. Provide drawings of the alternatives. The complexity for
each of these drawings should be maintained at the same level so as not
to bias one alternative in favor of another. Describe each alternative in
words, set forth the advantages and disadvantages of each and provide
meaningful acronyms (something more meaningful than alternatlve 1,
alternative 2, etc.).

Step 2 Describe each attribute, specify the relative
importance of the attributes and provide acronyms. Since the
alternatives are known, the next step in solving the selection DSP is the
identification of attributes by which the alternatives are to be judged.
These attributes will vary from one problem to another depending on the
needs of each problem. The attributes usually involve a refinement of
the criteria used in preliminary selection. An attribute represents a
quality of the desired solution and this quality must be quantifiable. The
relative importance of attributes are not considered in this time. The
designer should be careful about ignoring a relevant attribute regardless
of its relative importance compared to other attributes. An attribute
which is not taken into consideration in this step will have no affect on
the selection process. The selection process could thus yield an
alternative which will perform well in all aspects save that of the ignored
attribute.  Therefore, the set of attributes defined must be
comprehensive, understandable, unambiguous and serve the needs of
the design.

There are two ways of determining the relative importance, Ij, of the
attributes, namely, the ranking method and the method of comparlson
Both are described in detail in Appendix B, Section B.3. The method of
comparison involves much more effort. Therefore, in the very early
stages of the design process (or when the quality and amount of
information do not warrant the extra effort) the use of the ranking
method is recommended.
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Step 3  Specify scales, rate the alternatives with respect to
each attribute and normalize. There are four types of scales,
namely, ratio, interval, ordinal [50] and composite. The choice of a
particular type of scale to model an attribute depends on the nature of
available information. The ratio scale is used for an attribute for which
physically meaningful numbers are available, e.g., cost, power, speed,
etc. The ordinal scale is used to model an attribute that can only be
qualified in words. An ordinal scale is appropriate for attributes like
aesthetic appeal, color, etc. The interval scale is used in two ways.
Firstly, it is used to model attributes in which the zero is relative, e.g.,
temperature, efficiency, etc. Secondly, it is used to transform the quality
captured by the ordinal word scale into a numerical interval scale. The
composite scale is used for a generalized attribute that is generated as the
result of computations. The results could come from a relative
importance analysis, a subordinate selection problem or other analytical
means.

The ratio scale is used to quantify attributes for which physically
meaningful numbers are available, e.g., length, mass, cost, power,
speed, etc. A ratio scale is used to measure physical quantities. The
numbers used in a ratio scale are generally science-based, computable or
measurable and are therefore categorized as "hard" information. It is
important that the ratio scales are established independently of the set of
alternatives bcin§ considered. It is necessary to specify the upper
(Ajmax for the jth attribute) and lower (Aj™N ) bounds for the ratio

scale and indicate whether a larger or smaller number indicates
preference. Specification of the upper and lower bounds for the ratio
scale is imperative. The bounds should indicate the most desirable
outcome and the minimum outcome that is acceptable. The bounds
should be specified after very careful consideration. For attributes on
the ratio scale the measured or computed number associated with each
alternative becomes its rating.

Interval scales are created for attributes for which only qualitative or
"soft" information is available. Safety, reliability, complexity,
simplicity are some examples of attributes measured on an interval scale.
The creation of interval scales is justified when a designer is able to
rank-order preference for a particular alternative with respect to a
particular attribute. If a designer is unable to indicate (even
qualitatively) by how much a particular alternative is preferred over
another then the ranking method (Appendix B, Section B.3.1) for
creating the interval scale is recommended. If a designer is able to
express some degree of preference between the alternatives then the
method of comparison should be used to create the scales (see Appendix
B, Section B.3.2 and B.3.3). If a designer is able to clearly articulate a
definite and measurable degree of preference then a scale together with
the associated ratings may be specified (see Section 3.3.2, Step 3). Itis
pointed that this option must be exercised with great care. The upper
and lower bounds on the interval scale correspond to the maximum
possible outcome and the lowest acceptable outcome. The interval scale
and bounds provide a means for quantifying different levels of
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aspiration a designer has for the design. The scale, therefore, should be
established independently of the alternatives being considered.

Once the ordinal and interval scales are established, the rating, Aij, of
alternative 'i' with respect to the attribute 'j' begins. For attributes on
the ratio scale the measured or computed number associated with each
alternative becomes its rating. For an attribute on an interval scale a
rating needs to be assigned and justified. The justification of each rating
is extremely important and the set of justifications is called a
'viewpoint'.

Ratio scales are seldom converted to interval scales. Ordinal scales must
be converted to interval scales to be used in the solution process.

Step 4 Normalize the ratings. The attribute ratings, Ajj, are on
scales that are not uniform. For example, for some attributes a larger
rating would indicate a preference whereas for others a lower rating
would indicate preference. Further, it is unlikely that the upper and
lower bounds on the scales are the same. Hence, it is necessary to
convert the attribute ratings to scales that are uniform. This is achieved
by converting the attribute rating, Aij’ to a normalized rating, Rij- The
normalized scales range from 0 to 1 with a higher number indicating a
preference.

There are different ways to effect normalization. One way for
normalizing an attribute rating for alternative 'i' with respect to attribute

' is :
Aij - Ajmin
Rij = (3.1
Ajmax - Ajmjn

where A;Min and A;MaX in both formulae represent the lowest and
highest possible values of the alternative rating Ajj

The preceding formulation is for the case where the larger value of an
attribute rating represents preference. If a smaller value of an attribute
rating represents preference, the normalized rating, Rjj, is defined as

Aij - Ajmin
Rjj=1- 3.2)
Ajmax . Ajrnin

In cases where the normalized ratings for all the alternatives turn out to
be the same, that attribute may be dropped from further consideration.

Step 5 Evaluate the merit function for each alternative. A
merit function combines all the individual ratings of attributes together
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using proper weights defined in step 1. There are several methods for
modeling the merit function (see Table 3.4).

The most frequently used model, however, is the linear model

n

MF; = 'Z Ij Rij i=1,..,m (3.3)
=1

where

m = number of alternatives

n = number of attributes

I; = relative importance of jth attribute

e
Cy

rating of alternative i for the attribute j
= value of merit function for alternative i

Model Type Comment

1 Linear Additive All values are treated similarly.
MF; = % Ij Rij

2 Higher Order Additive Weights the smaller merit functions' contributions
MF; = z Ij ||og(Rij)| more than those of the larger ones.

i

3 Product The product may result in errors for zero values of

MF; = I;I i Rjj either |; or Rjj.

TABLE 3.4 -- MODELS FOR MERIT FUNCTION

In most applications, it is better to start with a linear model. When the
cost and time spent in developing and implementing more complex
methods are taken into account, it may be that the greater sophistication
will not be justified. For most practical purposes, the linear model
should be sufficient [39].

Step 6 Post-solution sensitivity analysis. Post-solution analysis
of the selection DSP consists of two types of activities, namely,
validation of the solution and sensitivity analysis which includes both
sensitivity of the solution to changes in the attribute weights and
sensitivity of the solution to changes in the attribute ratings. These
activities are very important because of the nature and quality (hard or
soft) of the information being used.
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Validation

Having ranked all the alternatives in order of decreasing merit function
values, the designer is able to identify the best and some of the better
alternatives. In general, when the number of alternatives is fairly large
the rankings will naturally divide alternatives into several groups of
alternatives for which the merit function values are comparable.
Alternatives in the same group usually have some characteristics in
common. These characteristics should be examined and, if they are
desirable, should be included as additional attributes for the selection.
This is to assure that no important attribute is left out as a result of
which some alternatives are ranked lower than they should have been.
Also, a re-examination of the relative weights, attribute ratin gs and the
numerical calculations is necessary to ensure that no biased judgments
of numerical errors occur in any step. Validation of the solution is very
important especially when the highest ranked alternative is unexpected.

Sensitivity analysis

In applications where the number of alternatives is large, it is very likely
that the values of the merit functions of the top two or three alternatives
are almost equal. In such cases it is necessary that a sensitivity analysis
be performed. Therefore, the sensitivity analysis consists of
determining the effect on the solution of small changes in the relative
importances of attributes and also to changes in the attribute ratings.

Sensitivity to changes in the attribute importances. During
the selection process, the weights for the attributes are derived using
judgment which entirely depends on the experience, knowledge and
preference of each individual. For this reason, the sensitivity to the
change in the relative weights of attributes needs to be performed. This
can be done by re-examining and changing the relative importance of the
attributes in (see Table B.1 for example) or changing the preferences
within a comparison (see Tables B.2 and B.3 by way of example) and
determining the effect of that change on the merit function. The top
ranked alternative which is not affected by small changes in the weights
of attributes is the best alternative and should be selected. When the
ranking is altered by the changes in the weights of attributes, a decision
may be made to perform the sensitivity analysis of the attribute ratings
or the designer may consider including other attributes and then resolve
the selection DSP.

Sensitivity to the changes in the attribute ratings. As stated
before, the ratings may be derived subjectively or directly from the
available quantitative information. In the former case, it is possible that
errors in ratings occur. Hence, the sensitivity of the solution to changes
in attribute ratings needs to be found. This can be done by studying the
change in the merit function value effected by changes in the attribute
ratings (e.g. + 5%).

Consider a change of 3 in the rating R;; in attribute j of alternative i.
The change in the merit function of that alternative will be

61
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8 MFj = +3 L Rjj.
The new merit function will be
MF;new = MF;old + § MF;

The alternatives are then ranked again and if the top-ranked alternative
remains unchanged, the solution is considered stable. If the top-ranked
alternative is changed, the sensitivity of the merit function to other
ratings needs to be evaluated further. In some cases, addition or
redefinition of attributes may be necessary.

3.3.2 An Example to Illustrate the Selection Decision Support
Problem

In Section 3.2.2 the top-of-the-heap concepts for the V/STOL aircraft were
identified. It is assumed that the concepts have been developed into feasible
alternatives and and a selection DSP, to identify the best concept, is to be solved.
Again it is pointed out that aircraft design is extremely complex and time intensive.
In what follows we present an example for illustrative purposes only.

Step 1 Describe the alternatives and provide acronyms
The feasible alternatives are:

TWTE (Tandem Wing, Tandem Engine) - This concept features two
tandem fan engines located on either side of the fuselage for a total of
four engines. These engines also provide lift by a type of vector thrust.
The wing layout is a pair of tandem wings which combine to make for a
small easily parked craft.

CNAW (Canard Augmentor Wing) - Two turbo fans are placed at the rear
of a canard wing configuration. The exhaust of the fans is blown over
the rear wing to augment its lift.

TTVT (Twin Tail, Vector Thrust) - A twin tail design with fuselage pod
and clamshell doors provides easy cargo access. Two vector thrust
engines provide lift and cruise thrust.

CWAW (Conventional Augmentor Wing) - A conventional transport layout
is provided with augmentor wing technology for V/STOL capability via
two engines mounted on the conventional wing.

Step 2 Describe each attribute, specify the relative importance of
the attributes and provide acronyms. The following attributes have been
identified for use in solving the selection DSP:

Payload (PLOD): Useful load in pounds the aircraft can carry above its
own weight. Ratio scale. Range of rating values: 500 to 8000 lbs. A
larger number indicates preference.

Range (RNGE): Distance in nautical miles the aircraft can carry the
payload. Ratio scale. Range of rating values: 500 to 1500 nautical
miles. A larger number indicates preference.

Simplicity (SIMP): The designs requiring the least number of moving
parts and make use of existing technology are judged to be the simplest.
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Ordinal converted to interval scale. Range of rating values: 0 - 10. A
larger number indicates preference.

Power Matching (PMCH): The design that has the best capability to
match vertical takeoff power to level flight power is judged to be the
best. Composite scale (relative importance). Range of rating values: 0 -
1. A larger number indicates preference.

Cargo Access (CACC): The design that gives the best access for loading
and unloading cargo is preferred. Ordinal converted to interval scale.
Range of rating values: O - 10. A larger number indicates preference.

Landing Restriction (LRES): The design that can land on any surface is
preferred. Composite scale (relative importance). Range of rating
values: 0 - 1. A larger number indicates preference.

Parking Area (PARK): The parking area in square feet is determined by
multiplying the wingspan by the length of the aircraft. A smaller space
is desired. Ratio scale. Range of rating values: 200 to 2000 square
feet. A smaller number indicates preference.

Stability (STAB): The more stable the craft, the more marketable it is.
Interval scale. A larger number indicates preference. Range of rating
values: 0 - 10.

Engine Out Safety (ESAF): Those designs that have better chances of
surviving a single engine failure in take-off and landing are preferred.
Composite scale (relative importance). Range of rating values: 0- 1. A
larger number indicates preference.

As indicated in Step 2, there are two ways of determining the relative importance of
the attributes, namely, the ranking method and the method of comparison. The
methods have been described in Appendix B.2 and for the example problem the
relative importances using both methods have been computed and presented in
Table B.8. Note that the relative importances determined, using three methods, are
different.

Step 3  Specify scales, rate the alternatives with respect to each
attribute and normalize. Attributes of Payload and Parking Space are
measured in physical units and are therefore evaluated using a ratio scale. The
attributes Power Matching and Engine out Safety are rated on a composite scale and
all other attributes on an interval scale. Examples of two of the interval scales are
presented in Table 3.5. The implicit assumption underlying the specification of
these scales is that the designer is able to clearly articulate a definite and measurable
degree of preference. As indicated earlier this option must be exercised with great
care. An example of the composite scale is presented in Table 3.6. The
comparison method (see Appendix B.2) has been used for creating this scale. For
brevity the viewpoint associated with the table is omitted. The attribute ratings, the
bounds, the type of scale and the preference for higher or lower numbers are shown
in Table 3.7. The upper and lower bounds for the scales were specified in Step 2.
As indicated earlier the bounds for the ratio scales must be established after very
careful consideration.
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ATTRIBUTE 3 - SIMPLICITY

Description Rating
Very simple - two fixed engines, no unusual 10
moving parts.
Simple - two engines with variable positioning 7
Complex - more than two engines with variable 4
positioning
Very complex - two or more engines, variable 1
positioning, complicated flap arrangement,
stowed lift engines.

ATTRIBUTE 5 - CARGO ACCESSIBILITY
Description Rating
Best - large entry way, at front or rear, door/ramp 10
Adequate - Side entry, medium to large entry 6
Limited - Small entry in side, high undercarriage 2

TABLE 3.5 -- EXAMPLES
SCALES

OF THE CREATION

Chapter 3

OF INTERVAL

Power Matching

Decision Number
Alternative |1 2 3 4 S5 6 7 8 9 10} Score/Rating
CNAW 1 12 12 1 3/10= 0.3
TWTE 0 ’ 0 1 1/10= 0.1
TTVT 12 1 12 1 3/10= 0.3
CWAW 1/2 1 12 1]2/10= 0.2
Dummy 0 0 0 0] 0/10= 0.0

Note: Viewpoint must be included.

TABLE 3.6 -- EXAMPLE OF THE CREATION OF

COMPOSITE ATTRIBUTE RATINGS
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Attributes
Alternatives| PLOD RNGE SIMP PMCH CACC LRES PARK STAB ESAF
CNAW 3500 1000 9 0.3 6 0.35 1500 1 0.15
TWTE 6200 800 1 0.1 8 0.1 518 4 0.4
TTVT 5000 900 7 0.3 10 0.2 1480 25 03
CWAW 3500 1000 10 0.3 8 0.35 1023 2.5 0.15
U. Bound | 8000 1500 10 1 10 1 2000 10 1
L.Bound| 500 500 O 0 0 0 200 O 0
Units [1bs] [nm] - - - - [sqft] - -
Type | R R OI C OlI R I C
Preference | H H H H H H L H H

R - Ratio, I-Interval, O-I- Ordinal converted to interval, C - Composite
H - High numbers indicate preference; L - Low numbers indicate preference

TABLE 3.7 -- ATTRIBUTE RATINGS (Ajj)

Step 4 Normalize Ratings. Since larger numbers indicate preference for
attributes, equation 3.1 is used to normalize the ratings for all attributes except
parking space. For parking space, since smaller numbers represent preference, the
ratings are normalized using equation 3.2. The normalized ratings are shown in
Table 3.8.

Step § Evaluate the merit function for each alternative.

The merit function values are calculated using equation 3.3, the normalized ratings
(Table 3.8) and the normalized relative weights of the attributes Table B.2. The
merit function values together with their percentage differences are presented in
Table 3.9. It is clear from Table 3.9 that the difference in the merit function values
for Conventional Augmentor Wing (CWAW) and the Twin Tail Vector Thrust
(TTVT) alternatives is very small. Therefore these alternatives should be
considered equivalent.

Step 6 Post-solution sensitivity analysis.

Reviewing the ratings, we see that the TWTE alternative is very poorly rated in
simplicity and power matching. The TWTE alternative has the best rating for
payload cargo capacity parking, atability and engine out saftey. It is probably a
good alternative but is not appropriate for the scenario under consideration. If,
however, work was done on the TWTE alternative to reduce the complexity of the
aircraft and improve its rating for power matching it would be a very competitive
option. The CNAW alternative rated well on simplicity and landing restrictions but
did relatively poorly on payload, cargo capacity, engine out safety and stability. In
a scenario where payload is relatively less important and simplicity very important
this alternative could be a viable option. The TTVT alternative does reasonably well
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across all attributes except parking. The CWAW alternative also does reasonably
well across all attributes except payload and engine out safety. Hence, the two top
alternatives require further engineering to discern which is actually the best
alternative. This type of result is not uncommon. We can tell that we need to
specify new attributes that better demonstrate the differences between the two
alternatives. We can also recognize the need for iteration; a further cycle involving
engineering analysis and selection.

Attributes
A Iternatives] PLOD RNGE SIMP PMCH CACC LRES PARK STAB ESAF

CNAW 04 05 09 03 06 035 028 0.1 0.15
TWTE 076 03 01 01 08 01 082 04 04
TTVT 06 04 07 03 1.0 02 029 025 03
CWAW 04 05 10 03 08 035 054 025 0.15

TABLE 3.8 -- NORMALIZED ATTRIBUTE RATINGS (R;j)

Percent

Difference
Alternatives | Merit function Between the Overall

Values Best and Others Rank

CWAW 0.504 0.0 1
TTVT 0.493 2.2 2
CNAW 0.430 14.7 3
TWTE 0.413 18.1 4

TABLE 3.9 -- MERIT FUNCTION VALUES AND FINAL
RANKINGS FOR THE ALTERNATIVES

Sensitivity to changes in the attribute importances

The Canard Augmentor Wing (CNAW) and the Tandem Wing, Tandem Engine
(TWTE) alternatives, however, are close to the top choices. Thus a sensitivity
analysis is required to determine the effect on the solution of small changes in the
values of the relative importances and also to changes in the attribute ratings. To
evaluate the sensitivity of the solution to changes in the relative importance of the
attributes the following steps are necessary:

» Pick the best and the second best alternatives for further analysis.
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 Increase or decrease the relative importance of each attribute by a
certain amount (say 5%) so as to affect the merit function of the second
ranked alternative favorably with respect to the first ranked alternative.

»  Compute the revised merit functions.

* Accept/re-evaluate problem results based on comparison and judgment.

We have established earlier that the top two alternatives are equivalent and therefore
is not likely to yield interesting information. From looking at the merit function
values it appears that the alternatives are divided into two groups with CWAW in
one and TWTE in the other. A closer examination of the ratings for these two
alternatives reveals that they are strong on different attributes and there may be an
interesting result.

For this example, the current attribute importance vector (see Table B.2) is (0.16,
0.04, 0.18, 0.2, 0.11, 0.02, 0.09, 0.07, 0.13). The normalized ratings for
alternatives CWAW and TWTE (see Table 3.8) are (0.4, 0.5, 1.0, 0.3, 0.8, 0.35,
0.54, 0.25, 0.15) and (0.76, 0.3, 0.1, 0.1, .8, 0.1, 0.82, 0.4, 0.4), respectively.
Modify the attribute importance vector by 5% as shown:

[0.16x1.05, 0.04x.95, 0.18x.95, 0.2x.95, 0.11x1, 0.02x.95,
0.09x1.05, 0.07x1.05, 0.13x1.05]

[0.168, 0.038, 0.171, 0.19, 0.11, 0.019, 0.085, 0.074, 0.137]

or

This combination of modifications will be the most conducive to an increase in the
merit function of alternative TWTE with respect to alternative CWAW, since it takes
advantages of the areas where TWTE is strong and minimizes the importance of
those areas where it is weak compared to CWAW. In this instance, the revised
merit functions are as follows:

M'cwAw = 0.499 and M'TwTE = 0.427.

Since the merit function for CWAW is still more than that for the TTVT, the
solution is accurate within a 5% error margin. By way of information, the
corresponding values for the other alternatives are:

M'cwAw = 0.488 and M'cNaAWw = 0418
M'cwAw = 0.500 and M'TTyT = 0.498.

Sensitivity of solution to changes in alternative ratings

To determine the sensitivity of the solution to changes in alternative ratings we try
and determine whether there could be an instance of alternative TWTE being chosen
over alternative CWAW, if there were an error of 5% in any of the rankings. The
steps are as follows:

* Pick the best and second best alternatives for analysis.

* Increase the rating of attribute j for alternative i by 5%. Calculate the
merit function. Decrease the rating by 5% (from the original value) and
calculate the merit function. Repeat for other attributes for changes of
5% in each alternative rating.
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Accept/re-evaluate selection DSP sensitivity analysis based on
comparison and judgment.

This is a very tedious task if it has to be done by hand. The highest merit function
value (after affecting a 5% increase for every attribute rating in turn) is plotted in
Figure 3.5. So also are the corresponding lowest merit function values. The merit
function values from Table 3.9 are labelled "No change" in Figure 3.5.

To look for a switch compare, say, the 5% decrease plot for CWAW with the 5%
increase plot for TTVT; they appear to be close. To investigate this further look at
Table 3.10. In column two of Table 3.10 the merit function values obtained after
decreasing the rating of CWAW for each of the attributes in turn is presented. In
column three is the merit function value of TTVT (from Table 3.9). In column four
the merit function values obtained after increasing the rating of TTVT for each of
the attributes in turn is presented. Clearly, a 5% decrease in a single attribute rating
for CWAW is not going to result in TTVT comining out on top (compare MTTVT =
0.493 with the numbers for CWAW in column two). It is also evident from the
numbers shown in Table 3.10 that a switch in the ranks of CWAW and TTVT will
occur if there is a 5% decrease in the rating of CWAW and a 5% increase in the
rating of TTVT on the attribute simplicity. In the same way a 5% change in the
rating on cargo capacity for the two alternatives results in the merit function values
being identical. Hence, alternatives CWAW and TTVT are chosen for further
engineering and re-evaluation. It is recommended that particular attention be paid to
simplicity and cargo accessibility in the next design iteration.

B 5% increase
0.6 B 5% decrease
Ed No change
0.5 1
0.4 1
: L
w 0.3 1
o
) =
0.2
0.1
0.0 - Lk . o R .
CNAY TWTE TTVYT CYAY
Alternatives

FIGURE 3.5 -- VARIATIONS IN MERIT FUNCTION VALUES
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5% decrease/increase CWAW TIVT TTVT
with respect to: 5% dec. M=0.493- 5%inc
Payload 0.500 0.499
Range 0.502 0.495
Simplicity 0.495 0.500
Power Matching 0.501 0.496
Cargo Accessibility 0.499 0.499
Landing Site Restrictions | 0.503 0.494
Parking Space 0.506 0.490
Stability 0.503 0.494
Engine Out Safety 0.503 0.495
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TABLE 3.10 -- MERIT FUNCTION VALUES FOR 5% CHANGE
IN ALTERNATIVE RATINGS

Since the emphasis in this chapter is placed on the process rather than the results
consider the following scenario:

Assume that the top two alternatives have been closely examined
particularly with respect to the two attributes listed earlier. Let us also
assume that the results presented in Table 3.10 have been obtained after
this re-examination. In other words there is some degree of confidence
in the differences that are apparent in the table. How are these numbers
to be interpreted?

For this case the interpretation follows. The conventional augmentor wing
(CWAW) alternative is dominant over the twin tail, vector thrust (TTVT) aircraft.
Even in the worst case for the CWAW, the merit value (M cwaw = 0.495) is larger
than the merit function value for TTVT (M tTyT = 0.493). It is unlikely that there
is a 5% decrease and a simultaneous increase in the rating associated with simplicity
for the two aircraft. Therefore, the Conventional Augmentor Wing aircraft is
recommended for further development.

The V/STOL aircraft design is used as an example to illustrate the design process
from concept to selection of an alternative for further development. The same
process could be applied in the conceptual and preliminary design stages of other
types of aircraft and engineering systems in general. The designer would merely
replace the alternatives and attributes with ones that are pertinent to the particular
problem.

3.4 ON THE IMPLEMENTATION OF THE SELECTION DSP
TEMPLATES

The selection DSPs are useful tools in engineering synthesis. It is important to
remember that the DSPs can at best support human judgment; they should never be
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viewed as a means of replacing human judgment. They do, however, provide an
ordered, rational means for making a choice throughout the process of design.

The results can be only as good as the model and the care with which it has been
created and exercised. The number of decimal points used to arrive at and report a
decision should be commensurate with the level of confidence that a designer has in
the model. The real power of the method lies in the fact that it can be used at any
point in a project where choices are being made.

We are confident in recommending the use of the preliminary selection DSP. In
selection, however, the proposed method of normalizing and using both ratio and
interval scales in calculating the merit function can be severely criticised. One
remedy is to convert all ratio to interval scales and thence compute the merit
function values. This has been suggested by Saaty [51,52]. We believe that this
solution is appropriate when there is more soft information than hard information
available (for example, in management science and in the early stages of the design
process). Saaty [51,52] has presented a very good and mathematically sound
method that can be used for creating interval scales and also for converting ratio
scales into interval scales. We are in the process of integrating this into the
MacDSIDES system. This, however, only addresses part of the problem.

Our current approach is suitable when hard information dominates the selection
process. In the intermediate case, that is, when there is a fair amount of both hard
and soft information available there are currently two options available, namely,
convert all ratio scales to interval scales or the approach presented in this chapter.
We are reluctant to recommend converting ratio scales to interval scales and then
solving the selection DSP because in doing so some very important technical
knowledge is invariably lost. We believe that our current approach is suitable, in
the intermediate case, if used by knowledgeable engineers with caution. We are at
this time developing one of the ideas presented by Saaty that, if implemented,
would provide a better way for making use of hard and soft information.

We recognize that in practice the problem of selection in aircraft design is far more
complex than is depicted in the examples described in this chapter. We therefore
suggest that a reader focus on the process of selection and not just the example
problem. Recommendations for improving these templates are made in Chapter 7.



CHAPTER 4

MATHEMATICAL FORM OF THE
COMPROMISE DSP FOR AIRCRAFT DESIGN

In this chapter the mathematical form of the compromise Decision Support Problem
template for a subsonic jet transport is presented. The problem is stated in Section
2.5.2 and the template illustrated in Figure 2.10. The word formulation for the
template is presented in Section 2.5.3. As indicated in Section 2.5.1 we are making
use of the design-analysis information that is used in a traditional sizing procedure
and a schematic of the information is given in Figure 2.2. The mathematical form
for the constraints and goals that constitute the technical requirements and
aspirations are based on the work of Loftin [27] and Nicolai [43]. The economic
analysis is modeled after that created for Program OPDOT by Sliwa and Arbuckle
[56]. The template presented in the chapter is generic for subsonic jet transports.
The terms used are defined in the nomenclature and the text. The template is
validated in Chapter 5 using the Boeing 727-400 as an example.
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4.1 AIRPORT PERFORMANCE

Methods for estimating the FAR landing field length and take-off field length are
presented in this section based on the work of Nicolai [43]. As will be seen, these
field lengths contain certain safety margins to allow for emergency situations. The
one engine inoperative climb characteristics are also considered in relation to the
FAR requirements for the missed approach situation on landing and the second
segment climb gradient following take-off. The field lengths presented are for
subsonic commercial transport aircraft and are based on the requirements set forth
in FAR part 25.

4.1.1 Landing Field Length

The landing field length is defined by the Federal Air Regulations for transport
category aircraft. It is measured, see Figure 4.1, horizontally, from the point at
which the aircraft is 50 ft above the landing surface, in steady gliding flight at an
approach speed not less than 1.3 times the stalling speed, to the point at which the
aircraft is brought to a complete stop on a hard, dry smooth runway surface [27].

The FAR landing field length is obtained by dividing the measured landing distance
by 0.6 in order to account for the possibility of variations in approach speed,
touchdown point, and other deviations from standard procedures, thus increasing
the overall length. The FAR landing field length as defined in Figure 4.1 always
appears in specifications for transport aircraft designed to the criteria of FAR part

50 ft
Touch down Stop Point

! i

Landing distance

FAR landing field length

FIGURE 4.1 -- FAR LANDING FIELD LENGTH
DEFINITIONS
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The wing loading of the aircraft influences the landing and take-off distances
through the stall speed, Vg,

Vs = (W/S) 2/pCrimax)- [4-1]

Nicolai [43] suggests that the landing distance is dependent upon a "landing
parameter”, LP:

LP = (W/S) /P Cpmax- [4-2]

This landing parameter can be developed into a more accurate expression for the
landing field length, S;,

SL =118 (W/S)/ (P CLumay) + 400, | [4-3]
where S| is in feet.

The landing field length needs to be modeled as both a system constraint and a goal
in the compromise DSP. The system constraint ensures that the maximum value is
not violated. The system goal is an expression of the aspiration (lower than the
system constraint) that a designer has for this particular attribute of the design. In
this case it is desirable that the aircraft is able to land field of length less than some
maximum specified value; hence the landing field length as a system constraint. It
is also desirable that the aircraft have a landing field length less than the maximum
specified value; in this case the landing field length is modeled as a system goal.

If S; and S; vy are the maximum and the target value of the landing field length
(SLtv < SL), respectively - the system constraint and the system goal are as
follows.

118[(Wro -Wiel / S) / (P CLa) 1 +400 < S [4-3.C]"

118[(Wro -Weyer / S) /(P Crimax) 1 +400} / Sppy +dy-- 4 =1 [4-3.G]**

The difference in the way Sy is determined in the traditional process (see Section
2.2.3 and Figure 2.2) and using the compromise DSP template is important. In the
traditional design process S; is a returned value independent of the mission
requirements. In other words, even though the mission requirements have already
been stated such that the landing field length must be less than a certain value there
is no means to provide for this requirement. If the value exceeds required value the
designer must perturb the values of W, S, and Cp ., until they satisfy the mission

* System constraint in compromise DSP template for aircraft design.
** System goal in compromise DSP template for aircraft design.
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requirement. The decision as to what should be changed and by how much, rests
on the experience-based insight of the designer. Hopefully, the design will
improve a little, but there is no means to ensure this. In fact, it is highly unlikely
that the designer can visualize how the weight, wing area, and maximum lift
coefficient (which, by the way, is a function of about six other variables) can be
changed to ensure the aircraft is meeting FAR regulations for other criteria which
are functions of these same variables. More importantly, using the traditional
approach, it is not possible to obtain a value for the landing field length that reflects
the use of all the excess capability of the aircraft system. Utilizing the excess
capability of a system constraint or system goal while simultaneously ensuring that
no other system constraints are being violated and all other system goals are being
met ,is one of the principal advantages of the using a compromise Decision Support
Problem for the conceptual design of aircraft. The distinction made with respect to
the determination of the landing field length using the traditional sizing approach
and the compromise DSP template is generic; it is equally applicable to the
determination of other parameters.

4.1.2 Missed Approach

Although not listed with the primary operational criteria, the approach phase of
flight presents some interesting design problems that are worth exploring. Stability
and controllability are both important at this time and should remain fairly constant
over a broad range of relatively low speeds. Because of its importance, the missed
approach must also be considered in relation to the landing maneuver. The missed
approach is a situation in which the aircraft is on final approach to a landing but
does not land for one of several reasons; instead, power is applied and the aircraft
climbs, usually to circle the airport and initiate another landing approach. Federal
Air Regulations for transport category aircraft require the installation of sufficient
thrust so that the aircraft can climb from a missed approach, in the approach
configuration, at a specified gradient with one engine inoperative and at maximum
landing weight. The specified climb gradients are 2.7 degrees for four engine
aircraft, 2.4 degrees for three engine aircraft, and 2.1 degrees for two engine
aircraft [27].

A simple relationship for estimating the thrust required to meet the wave-off climb
gradient requirement is derived by balancing the forces along the flight path. The
resulting equation is

T=D+Wsin?, [4-4]

where:
T is the engine thrust, {1b],
D is the aircraft drag, [lb],
W is the aircraft weight, [1b], and

Y is the flight-path angle, degrees.

However, for small values of the flight path angle, sin ¥ is approximately equal to

Y, expressed in radians, which in turn represents the climb gradient in percent,
divided by 100. In other words, qr, the climb gradient in percent is approximately
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equal to the climb gradient, v, in degrees. With this simplification and dividing by
the aircraft weight, equation [4-4] takes the form

T/W =1/(L/D) +qu, [4-5]

where (L/D) is the lift-drag ratio of the aircraft in the approach configuration. In
order for the climb gradient criterion to be satisfied with one engine inoperative, the
thrust to weight ratio with all engines operating is determined from a modification
of equation [4-5]. If N is the number of engines, the required thrust to weight ratio
with all engines operating is given by the expression:

T/W = {N/(N-1)} {1/(L/D) +qv }, [4-6]
where for the wave-off, the weight W should be the maximum landing weight.

The climb gradient associated with the missed approach on landing needs to be
modeled as both a system constraint and a goal in the compromise DSP. The
system constraint ensures that the minimum requirement is met. The system goal is
an expression of the aspiration (higher than the system constraint) that a designer
has for the design. In this case the aircraft must have a climb gradient with one
engine inoperable larger than some minimum specified value; hence the range as a
system constraint. It is also desirable that the aircraft have a climb gradient greater
than the minimum specified value; in this case the climb gradient is modeled as a
system goal. If qr, is the minimum value of the climb gradient and qi v is the
t